
Journal of King Saud University – Science (2015) 27, 239–243
King Saud University

Journal of King Saud University –

Science
www.ksu.edu.sa

www.sciencedirect.com
ORIGINAL ARTICLE
Two stage group acceptance sampling plan for half

normal percentiles
* Corresponding author.

E-mail addresses: mazam72@yahoo.com (M. Azam),

aslam_ravian@hotmail.com (M. Aslam), sbmurali@rediffmail.com

(S. Balamurali), affifa_88@hotmail.com (A. Javaid).

Peer review under responsibility of King Saud University.

Production and hosting by Elsevier

http://dx.doi.org/10.1016/j.jksus.2015.03.009
1018-3647 ª 2015 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Muhammad Azam a,*, Muhammad Aslam b, Saminathan Balamurali c,

Affifa Javaid d
a Department of Statistics, Forman Christian College University, Lahore, Pakistan
b Department of Statistics, Faculty of Sciences, King Abdulaziz University, Jeddah 21551, Saudi Arabia
c Department of Mathematics, Kalasalingam University, Krishnankoil 626190, TN, India
d Department of Statistics, Kinnaird College for Women, Lahore, Pakistan
Received 28 August 2014; accepted 30 March 2015

Available online 18 April 2015
KEYWORDS

Two stage group sampling;

Half normal percentile;

Average sample number;

Producer and consumer

risks;

Life test under fatigue;

Application
Abstract In this paper, a time truncated life test based on two stage group acceptance sampling

plan for the percentile lifetime following half-normal distribution is proposed. The optimal param-

eters for the proposed plan are determined such that both producer’s and consumer’s risks are sat-

isfied simultaneously for the given experimentation time and sample size. The efficiency of the

proposed sampling plan is discussed in terms of average sample number with the existing sampling

plan. The proposed sampling plan is explained with the help of industrial examples.
ª 2015 TheAuthors. Production and hosting by Elsevier B.V. on behalf ofKing SaudUniversity. This is an

open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

In today’s modern industrial environment it has become
mandatory to produce high quality products with the help of
modern statistical quality control (SQC) techniques. Quality

of any product is a very important factor which leads to busi-
ness success, growth and an improved competitive position
(see Balakrishnan et al. (2007)). The SQC techniques are very

essential now days for any manufacturing process which will
help to improve the quality of the product, since the applica-
tion of SQC tools will reduce the variability of the process

and products. SQC plays a substantial role for the success of
any industry. SQC involves a set of operating activities that
an enterprise implements in order to get certified that the qual-

ity of its products is at required levels of the consumers.
According to Montgomery (2009), one can evaluate the quality
of the product in terms of its durability, serviceability, perfor-
mance, aesthetics, features, reliability, quality and its confor-

mance to standards collectively and they are termed as the
dimensions of quality. Hence, we can say that in selecting
among competing products and services, the quality has

become the most significant factor for consumer’s satisfaction.
The quality of any finished product can be judged by

inspecting a few items taken randomly from a lot of products
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and the process of taking such samples is called the sampling.
In quality management, the acceptance sampling plans are
vital tools in making a decision about the product whether

to accept or reject based on the inspection of sampled items
and the sampling plans prescribe the experimenter how many
items in the sample should be selected from the submitted lot

for inspection and how many defectives can be allowed in this
sample in order to satisfy both the producer and the consumer.
The probability of rejecting a good lot is called the producer’s

risk and the chance of accepting bad lot is called the con-
sumer’s risk. The cost of any life test experiment is directly
proportional to the sample size. Therefore, sampling plans that
provide smaller sample size for inspection and minimize two

risks are considered as efficient sampling plans.
In general, the acceptance sampling plans can be classified

into two types namely attribute sampling plans and variables

sampling plans. The attribute sampling plans are implemented
for quality characteristics which are expressed on a ‘‘go, no-
go’’ basis where as the variables sampling plans can be applied

where the quality characteristics of interest are measured on a
numerical scale (see Montgomery (2009)). Various types of
sampling plans such as single sampling plan (SSP), double

sampling plan (DSP), multiple sampling plan, and sequential
sampling plan are available in the literature (see Schilling
(1982)).

Group acceptance sampling plan (GASP) is one of the

types of sampling plans which involves a number of testers
to be used for testing so that cost and time can be reduced.
The inspection of multiple items simultaneously can be made

easy to the experimenter for testing. Two stage group accep-
tance sampling plan is the extension of GASP which involves
two groups. The GASP is more advantageous than the conven-

tional sampling plans in terms of minimum inspection so that
the considerable testing time and cost can be reduced (see
Aslam et al. (2009)). The advantage of two stage group sam-

pling plan is that it reduces the average sample number
(ASN) as compared to the GASP.

Several authors have investigated the sampling plans under
various life time distributions, which are available in the liter-

ature of acceptance sampling (see for example, Kantam et al.
(2001), Baklizi and EI Masri (2004), Balamurali and Jun
(2006), Tsai and Wu (2006), Jun et al. (2006), Aslam and

Jun (2009), Aslam et al. (2009, 2011, 2013), Rao (2009), Lio
et al. (2010), Rao and Kantam (2010)). Lu et al. (2013) pro-
posed the SSP based on half normal distribution.

By exploring the literature on two stage group sampling
plan, it can be seen that no work is available based on the half
normal distribution. In this paper, we will present the design-
ing of two stage group sampling plan when the life time of

an item follows the half normal distribution. The structure
of proposed plan is presented and efficiency is compared with
the existing sampling plan. The application of the proposed

sampling plan is explained with the help of industrial illustra-
tive examples.
2. Half-normal distribution

As far as the variables sampling plans are concerned, the nor-
mal distribution is the most preferred statistical distribution.

But for life testing problems, normal distribution is not pre-
ferred because of its range (�1, 1). However, one of the
normal family distributions called the half-normal distribution
is the widely used probability distribution for nonnegative data
modeling, particularly, in life time testing. Luis et al. (2012)

investigated the properties of half normal distribution. Khan
and Islam (2012) investigated the maintenance performance
of the system under half-normal failure lifetime model as well

as a repair-time model. The probability density function (pdf)
of a half normal distribution with 0 mean and its parameter h
with domain x 2 ½0;1� is given by

fðxÞ ¼ 2h
p
e�

x2h2
p ; x > 0; h > 0 ð1Þ

Its cumulative distribution function (cdf) is given by

FðxÞ ¼ erf
hxffiffiffi
p
p
� �

; x > 0; h > 0 ð2Þ

Here erf is the ‘‘Error Function’’ defined by

erfðxÞ ¼ 2ffiffiffi
p
p

Z x

0

e�t
2

dt ð3Þ

Consider that life time of product follows a half-normal dis-
tribution with r as a scale parameter. Its cdf is given by

FðxÞ ¼ erf
h t

r

� �
ffiffiffi
p
p

� �
; t > 0; h > 0; r > 0 ð4Þ

The 100th percentile of the half normal distribution with
0 < q < 1; is defined as

tq ¼
r
ffiffiffi
p
p

h
erf�1ðqÞ; for 0 < q < 1 ð5Þ

Here erf�1 is inverse function of error function. The

Maclaurin series of erf�1ð:Þ is given by

erf�1ðxÞ ¼
ffiffiffi
p
p 1

2
xþ 1

24
px3 þ 7

960
p2x5 þ 127

80640
p3x7 þ . . .

� �
ð6Þ

According to Pewsey (2004), ‘‘If Z is a standard normal

random variable, Z � Nð0; 1Þ, then X ¼ jZj follows a standard
positive half normal distribution and �X ¼ �jZj. follows a
standard negative half-normal distribution. The half-normal

distribution is a central chi-square distribution with one degree
of freedom and a special case of truncated and folded normal
distributions’’. The half-normal distribution is also a limiting
case of skewed normal distribution (see Ayman and Kristen

(2013)). The applications of half-normal in reliability analysis
can be seen in Ayman and Kristen (2013). As half-normal dis-
tribution has positively skewed shape, there is a need to model

monotone hazard rates. The half-normal distribution is very
widespread model to describe the lifetime process of any device
under fatigue (see Rodrigo et al. (2010)).

3. Two stage group acceptance sampling plan

Aslam et al. (2012) proposed the two stage group sampling

plan. The operating procedure of this plan is explained below.

3.1. Stage one

i. Extract the first random sample of size n1 from a lot sub-

mitted for inspection.
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ii. Randomly assign r items to each of g1 groups or testers

so that n1 ¼ rg1 and set them on test for the duration of
t0 units of time.

iii. Accept the lot if the total number, X 1, of failures from g1

groups is smaller than or equal to c1a.
iv. Truncate the test and reject the lot as soon as the num-

ber of failures X 1 reaches c1rð> c1aÞ during the test.
Otherwise, go to stage two.

3.2. Stage two

i. Extract a second random sample of size n2 from the
same lot.

ii. Randomly assign r items to each of g2 groups so that

n2 ¼ rg2 and set them on test for the duration of t0 units
of time again.

iii. Let the total number of failures from the second sample

be X 2.
iv. Accept the lot if the total number, X 1 þ X 2, of failures

from g1 and g2 groups is smaller than or equal to

c2að> c1aÞ. Otherwise, truncate the test and reject the lot.

The design parameters of above two stage group sampling
plan are g1; g2; c1a; c1r; and c2a. The acceptance number, c2a, in

the second stage is larger than the acceptance number, c1a, in
the first stage, since in two stage sampling total number of fail-
ures from both stages is used in decision making.

4. Designing of the proposed sampling plan

Based on the operating procedure of two-stage group sampling

plan, the lot acceptance probability at the first stage is given as

Pð1Þa ¼ PfX1 6 c1ag ¼
Xc1a
j¼0

rg1

j

� �
p jð1� pÞrg1�j ð7Þ

The lot rejection probability at the stage one is as follows

(see Aslam et al. (2012)).

Pð1Þr ¼
Xrg1
j¼c1r

rg1

j

� �
p jð1� pÞrg1�j ¼ 1�

Xc1r�1
j¼0

rg1

j

� �
p jð1� pÞrg1�j

ð8Þ
To accept the lot based on stage two, the total number,

X1 þ X2, of failures from both groups g1 and g2 must be smal-
ler than or equal to c2a. So, the lot acceptance probability at
this stage under the proposed two stage sampling plan is as fol-
lows (see Aslam et al. (2012))

Pð2Þa ¼Pfc1aþ16X16 c1r�1;X1þX26 c2ag

¼
Xc1r�1

x¼c1aþ1

rg1

x

� �
pxð1�pÞrg1�x

Xc2a�x
i¼0

rg2

i

� �
pið1�pÞrg2�i

" #
ð9Þ

Thus, under the proposed two stage group acceptance sam-
pling plan, the lot acceptance probability is as follows (see
Aslam et al. (2012)).

LðpÞ ¼ Pð1Þa þ Pð2Þa ð10Þ

Aslam et al. (2009) stated that in order to implement an
acceptance sampling plan to assure the percentile lifetime in

a truncated life test, it is convenient to determine the
experiment time in terms of the specified percentile lifetime
as t0 ¼ dqt
0
q, where dq is called the termination time ratio.

The probability of failure of an item before time t0 is given as

p ¼ Fðt0Þ ¼ Fðdqt
0
qÞ ð11Þ

or

p ¼ Fðt0Þ ¼ erfðdqerf
�1ðqÞ=ðtq=t0qÞÞ ð12Þ

Where tq=true unknown population qth percentile.

The erfð:Þ and erf�1ð:Þ functions have been defined in Eqs.
(3) and (6) respectively. The above expression is represented

in terms of tq=t
0
q and is also called failure probability.

Let a be the producer’s risk and b be the consumer’s risk.
The producer wishes that the lot acceptance probability should

be larger than 1� a at various values of percentile ratio tq=t
0
q

and the consumer wishes that it should be smaller than b at

tq=t
0
q ¼ 1. Therefore, the plan parameters of the proposed plan

will be determined by minimizing ASN at consumer’s risk
using the following non-linear optimization problem (see
Aslam et al. (2012)).

Minimize ASNðp2Þ ¼ rg1 þ rg2ð1� Pð1Þa � Pð1Þr Þ ð13aÞ

Subject to Lðp2ÞP 1� a ð13bÞ

Lðp1Þ 6 b ð13cÞ

g1 > 1, g2 > 1, r > 1, c1r > c1a > 0, c2a > c1a > 0

5. Description of tables and industrial examples

Tables for the selection of optimal parameters of the proposed
sampling plan are given for various specified requirements

such as consumer’s risk ðb ¼ 0:25; 0:10; 0:05; 0:01Þ, producer’s
risk ða ¼ 0:05Þ; percentile ratio ðd2 ¼ 2; 4; 6; 8Þ; ðr ¼ 5 or 10Þ;
dq ¼ 0:5 or 1:0 and d1 ¼ 1. The tables are presented for aver-

age life (q = 0.5 and q = 0.25). The tables can be made for
any other specified parameters. The R codes are available with

the authors upon request.
The optimal parameters of the proposed sampling plan

along with the ASN and the lot acceptance probability are pre-

sented in Tables 1–4. Tables 1 and 2 provide the optimal
parameters of the two stage group acceptance sampling plan
to ensure median life time of the products and Tables 3 and 4
show the optimal parameters of the two stage group acceptance

sampling plan to ensure lower percentile life. From Tables 1–4,
we observe that when the ratio d2 increases the number of
groups for the experiment and the acceptance numbers

decrease. Tables 2–4 are given as the Supplementary material.

6. Case study

For the implementation of proposed sampling plan, we will
consider the data from a leading ball-bearing manufacturing
company in Korea. The failure data are well fitted to the half

normal distribution. Suppose that the company is interested to
test the product using the proposed sampling plan. Let
a ¼ 5%, b ¼ 5%, and q ¼ 0:5. The number of testers of the

product is limited to r ¼ 5 From Table 1, we have c1r = 3,
c1a = 0, c2a = 2, g1 = 3 and g2 = 2. A sample of size 15 items
are selected and distributed into three groups. The failure times
for each of three groups are given as follows



Table 1 Optimal parameters of the two-stage group sampling plan under half-normal distribution with dq ¼ 0:5; q ¼ 0:5.

b d2 r= 5 r= 10

c1r c1a c2a g1 g2 ASN L(p2) c1r c1a c2a g1 g2 ASN L(p2)

0.25 2 9 6 13 7 5 41.34 0.9535 10 7 13 4 2 44.54 0.9566

4 4 2 3 3 1 16.06 0.9671 4 2 5 2 1 21.14 0.9558

6 3 0 2 2 1 12.19 0.9732 4 2 3 2 1 21.14 0.9717

8 2 0 3 2 1 10.84 0.9574 3 1 9 2 1 20.53 0.9717

0.1 2 13 0 17 11 6 63.20 0.9554 16 10 17 6 3 72.45 0.9552

4 4 2 5 4 3 21.72 0.9505 5 1 4 2 1 23.42 0.9534

6 3 1 3 3 2 16.36 0.9644 4 2 4 2 1 21.14 0.9857

8 3 1 2 3 1 15.68 0.9753 3 1 7 2 1 20.53 0.9717

0.05 2 14 4 20 12 9 71.26 0.9502 15 10 26 7 6 77.64 0.9529

4 5 2 6 5 4 27.96 0.9614 5 3 8 3 2 30.92 0.9514

6 4 1 3 4 2 21.67 0.9598 4 1 3 2 1 21.67 0.9598

8 3 0 2 3 2 16.90 0.9519 3 1 4 2 1 20.53 0.9713

0.01 2 19 8 30 18 15 97.62 0.9521 19 2 31 9 8 98.13 0.9540

4 6 1 8 7 5 36.74 0.9634 7 3 7 4 2 41.28 0.9528

6 4 0 4 5 3 26.08 0.9580 4 0 6 3 2 30.51 0.9547

8 3 0 3 4 3 21.03 0.9569 4 2 3 3 1 30.19 0.9648
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Group-1
 Group-2
 Group-3
0.6825
 1.5650
 0.9232
1.8024
 0.8981
 0.0607
0.0509
 0.7322
 0.4541
1.2080
 2.1866
 1.0035
0.4275
 0.4223
 0.6611
Let dq ¼ 0:5 and t0q ¼ 1:5, this leads t0 ¼ 0:075. We note one

failure from group 1, no failure from group 2 and 1 failure
from group 3 before time t0 ¼ 0:075. So, the total number of
failures from three groups is 2. As the total number of failures

lies between c1a = 0 and c1r = 3, a decision about the disposi-
tion of lot will be made on the basis of second sample. A sec-
ond sample of size 10 is selected from the lot and distributed

into two groups. The number of failures from two groups is
given in the following table.
Group-1
 Group-2
0.8472
 0.0701
0.7845
 0.4341
0.5452
 0.1104
0.1316
 0.7054
0.2624
 0.8239
From group 1, we note that no failure occurs before experi-
ment time and from group 2, we note that only one failure
occurs before the experiment time. Since, the total number of

failures from both samples is larger than c2a = 2, the lot of
product will be rejected.

7. Comparison

In this section, a comparison is made between the GASP and
the proposed two-stage group sampling plan. This comparison
is made based on the ASN needed for both sampling plans. It
is to be pointed out that the two-stage group sampling plan

could have a chance to use the sample from the first stage or
combined samples from both stages to make a decision. For
example, if the product lifetime has a half-normal distribution,

the next step would be to decide whether to use a GASP or to
use the proposed two stage group sampling plan which will
have a minimum ASN. Here we compare both plans for exper-

iment termination time (d = 0.50 and 1.0) with q = 0.5 med-
ian life time quality level.

Tables 5 and 6 provide the ASN for both acceptance sam-
pling plans, where presumed producer’s risk was set as

a ¼ 0:05. It has been witnessed from tables that the ASN for
the proposed two-stage group sampling plan is much smaller
than the GASP at lower ARL mean ratios with termination

time dq ¼ 0:5 and 1.0. So, it is concluded that the two stage

group acceptance sampling plan is better than the GASP as

it provides lesser ASN at lower percentile ratios for accepting
or rejecting a lot in case of median life time quality.

As in Table 5, when dq ¼ 0:5 with q = 0.5 and consumer’s

risk is set as 0.05 with ratio 2, ASN for GASP when r= 5 is
110 and the ASN of the proposed two stage group acceptance

sampling plan reduces to 71.26. Likewise from Table 6, when
dq ¼ 1:0 and q= 0.5 with same consumer’s risk and ratio,

the ASN for GASP is 50 but for proposed plan, it reduces to
38.50.

Table 6 is given as Supplementary material.

8. Concluding remarks

In this paper, two stage sampling plan has been proposed for
the inspection of products whose life time follows a half-nor-
mal distribution. Tables have been presented for industrial
applications of the proposed sampling plan. The efficiency of

the proposed sampling has been compared with the existing
single stage group sampling plan. It is concluded that the pro-
posed sampling plan is more efficient in reducing the ASN for

the life test experiment. The real time applications of the pro-
posed sampling plan are given using the industrial data. The
proposed sampling plan can also be used in testing of software



Table 5 ASN for GASP and two-stage group sampling plan

under half-normal distribution with dq ¼ 0:5 when q= 0.5.

b d2 GASP with

r= 5

GASP with

r= 10

Proposed

two-stage plan

r= 5 r= 10

0.25 2 65 70 41.34 44.54

4 20 * 16.06 *

6 15 * 12.19 *

0.1 2 95 100 63.20 72.45

4 30 30 21.72 23.42

6 25 30 16.36 21.14

8 20 * 15.68 *

0.05 2 110 110 71.26 77.64

4 40 40 27.96 30.92

6 30 30 21.67 21.67

8 30 30 16.90 20.53

0.01 2 155 160 97.62 98.13

4 60 60 36.74 41.28

6 40 40 26.08 30.51

8 35 40 21.03 30.19

* Optimal plan does not exist.
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reliability, testing/lot sizing of electronic product, automobile
industry and mobile manufacturing industry. The efficiency

of the proposed sampling plan using a cost model can be con-
sidered as future research.
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