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Objective: The Monte Carlo (MC) technique can accurately model any linear accelerator where accurate
details about the treatment head and the incident electron beam have been provided. However, manu-
facturers generally do not provide such details as the energy, radial intensity (spot size), or the angular
spread of the incident electron beam. The aim of this study is to predict these details and validate a
MC Linac model with the measurements.
Methodology: A 10 MV photon beam from an Elekta Synergy Linac was modelled using the BEAMnrc

code. The percentage depth dose of the MC model was generated using different electron energies and
compared with the measurements using a Gamma index (c) with two different criteria sets. The dose pro-
files of the fine-tuned electron energy were generated using different spot sizes and compared with
appropriate measurements. In addition, the fine-tuned electron energy and spot size dose profiles were
generated using different angular spreads to minimise any differences. Finally, the output factors for dif-
ferent field sizes, with and without a wedge, and also the quality index, were compared.
Results: The fine-tuned electron energy of the MC model was found to be 9.8 MeV, where 94.12% of the

calculation points pass the c test. For the spot size, a circular radial intensity of 0.35 cm best described the
10 MV photon beam. Furthermore, a mean angular spread of 0.05� minimised the cross-field profile dif-
ferences between calculation and measurement. The largest differences between the output factors from
the MC model and measurements were -0.8% and 4.7% for an open and wedged field, respectively.
Ultimately, a difference of 0.82% in the quality index was achieved.
Conclusion: A reliable MC model of a 10 MV photon beam Elekta Synergy Linac can be achieved as pre-

sented in this study using the BEAMnrc code. This model can be reliably used to calculate dose
distributions.
� 2021 The Author(s). Published by Elsevier B.V. on behalf of King Saud University. This is an open access

article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Monte Carlo (MC) simulations are considered to be amongst the
most accurate dose calculation algorithms currently available and
are considered to represent the gold standard by which to bench-
mark other dose calculation algorithms (Chetty et al., 2007; Seco
and Verhaegen, 2013). This is due to the fact that MC method takes
into account all aspects of electron and photon transport, even in
non-homogeneous media. The MC technique is a reliable tool by
which to model any linear accelerator (Linac) if its geometry, com-
ponents and material compositions are known in detail. This Linac
information is provided by the manufacturer and may, on occasion,
need to be updated or corrected (Chibani and Ma, 2007). An accu-
rate MC model of the Linac improves the accuracy of the dosimetry
calculation for radiotherapy treatment planning, reducing dosi-
metric uncertainty and thus improving patient quality of life.

Many studies have investigated different Linacs using different
MC codes for different beam energies. Such codes include BEAMnrc
(Rogers et al., 2009), GEANT4 (Agostinelli et al., 2003), MCNP
(Forster et al., 2004), FLUKA (Ferrari et al., 2005) and PENELOPE
(Salvat et al., 2006). Of these, BEAMnrc is the most widely used
for Linac simulation, as it is considered a major improvement in
this field (Seco and Verhaegen, 2013). The BEAMnrc MC code has
been used to model Varian (Bergman et al., 2014; Mohammed
et al., 2018a), Elekta (Almberg et al., 2011; Oderinde and du
Plessis, 2016; Gholampourkashi et al., 2018) and Siemens
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(Joosten et al., 2011; Tuğrul and Eroğul, 2019) Linac. However, the
main challenge to any MC model is the determination of the
energy, the radial intensity (spot size), and the mean angular
spread of the electron beam that produces the bremsstrahlung
radiation from the Linac. This is due to the fact that this informa-
tion is not provided by the manufacturer; it can, however, be pre-
dicted by performing trial-and-error procedures.

Sheikh-Bagheri and Rogers (2002) used the BEAM MC code to
simulate nine photon beams from different manufacturers and
found that the MC models are highly sensitive to the energy and
the radial intensity. In addition, Almberg et al. (2011) found that
the MC simulations are also sensitive to the mean angular spread
when the BEAMnrc MC code was used to model a 6 and a 15 MV
photon beam from an Elekta Synergy Linac. The results showed
that the best match was achieved when using electron energies
of 6.45 and 13.35 MeV, respectively. In addition, the radial inten-
sity distribution was found to be elliptical, at 0.25 mm (in-plane)
and 1 mm (cross-plane) with a 0.7� mean angular spread for the
6 MV beam and a 0.5 mm spot size with 0.5� mean angular spread
for the 15 MV beam. Gholampourkashi et al. (2018) modelled a
6 MV photon beam from an Elekta Infinity Linac with Agility head
and found that the electron energy was 6.6 � 0.1 MeV and the spot
size was 1 mm (in-plane) and 2.1 mm (cross-plane) with a 1.35�

mean angular spread. Based on general research observations,
the percentage depth dose (PDD) or depth dose matching between
the MC model and measurements can determine the electron
energy, and dose profiles can determine the spot size and the mean
angular spread (Sheikh-Bagheri and Rogers, 2002; Verhaegen and
Seuntjens, 2003; Chibani et al., 2010; Almberg et al., 2011; Gho-
lampourkashi et al. 2018; Mohammed et al., 2018b).

This study validates an MCmodel of a 10 MV photon beam from
an Elekta Synergy Linac (with a standard MLCi2 head), which is
demonstrated for the first time. Previous work has modelled differ-
ent energies from the same Linac, or different energies from the
same Linac with different heads. The Elekta Linac is modelled using
the BEAMnrc MC code and the validation of the model with actual
measurements is investigated. Firstly, the PDDs are compared
between the MC model and measurements to determine the best
match electron energy. The photon dose profiles for the fine-
tuned electron energy are then compared with the measurements
to determine the spot size, and different angular spreads care con-
sidered to minimise the deviations between the MC model and the
measurements. Finally, the output factors for different field sizes
and the quality index of the fine-tuned model are compared with
the measurements.

2. Method and materials

2.1. Linear accelerator

The 10 MV beam from the Elekta Synergy linear accelerator at
Singleton Hospital, Swansea, UK (version 4.5, ElektaTM, Crawley,
West Sussex, UK) was modelled using the BEAMnrc MC code. The
Linac, with a standard MLCi2 head, consists of the target, primary
collimator, two flattening filters, chamber, backscatter plate, multi-
leaf collimator (MLC), backup jaws, secondary collimator and
Mylar sheet, and applicator, as shown in Fig. 1. Using relevant com-
ponent modules (CMs), each of the head components was built
based on manufacturer information, including aspects developed
by a previous PhD student (Alsaleh, 2014). The Linac produces
two beam energies, 6 MV and 10 MV. If the 10 MV beam is used,
the Linac uses an additional steeper flattening filter located within
the bore of the primary collimator, thus making it more compli-
cated to accurately simulate.
2

The MC Linac model was validated and tuned with the commis-
sioning measurement data. This includes the PDD, dose profiles,
output factors and quality index. This measurement was obtained
using a water tank (PTW, Freiburg, Germany), with a PTW semiflex
ionisation chamber 0.125 cc volume.

2.2. BEAMnrc user code

The BEAMnrc code was used to simulate a 10 � 10 cm2 field size
defined at 100 cm to tune the Linac model (Rogers et al., 2009). The
source used in this study was source number 19, an elliptical beam
with a gaussian distribution. The field size of the beam field is
defined using MLC (cross-plane profile/y-profile), backup jaws
(in-plane profile/x-profile) and secondary collimator components.

Most of the simulation parameters used in the BEAMnrc code
were left at the recommended (default) values. The energy cutoffs
for electrons and photons (ECUT and PCUT) were set to 700 keV
and 10 keV, respectively. For all the MC simulations, different vari-
ance reduction techniques were used in order to increase the sim-
ulation efficiency. These included directional bremsstrahlung
splitting (DBS), bremsstrahlung cross-section enhancement (BCSE),
and range rejection. The DBS had a splitting number of 10,000
(NBRSPL), and various splitting field radii depending on which field
size was used, whilst the source to surface distance (SSD) at which
the field was defined was 100 cm. The BCSE was used where 20 and
0 were used for the enhancement constant (BCSE_FACTOR_C) and
the enhancement power (BCSE_FACTOR), respectively, and the
range rejection for 1 MeV was used.

2.3. DOSXYZnrc user code

A water tank phantom was modelled using the DOSXYZnrc user
code (Walters et al., 2005). The phantom size was
21.25 � 21.25 � 36 cm with a voxel size of 0.5 � 0.5 � 0.5 cm.
Source number 9 (BEAM treatment head simulation) was used.
Most of the simulation parameters used in the DOSXYZnrc codes
were left at their recommended (default) values. To maximize
the DOSXYZnrc calculation efficiency, the photon splitting number
(n_split) technique was used and set to 35, and fat photons from
DBS were excluded. In addition, the PRESTA-I algorithm was used
as the boundary crossing algorithm for efficiency reasons. For the
same reasons, the Evaluated Photon Data Library (EPDL) cross-
section was used to represent the photon cross-section (Zeghari
et al., 2019).

2.4. Tuning Linac model

2.4.1. Determination of electron kinetic energy
In order to predict the exact electron energy, the PDD curves of

the MC model were investigated using different electron energies,
as the PDD curve is mainly affected by the latter. For the PDD com-
parison, the dose distributions were calculated and plotted along
the central axis using different monoenergetic energies, from
9.5 MeV to 10.5 MeV in increments of 0.1 MeV. A constant SSD
of 90 cm was set up and PDD curves were generated and nor-
malised to the maximum dose, which is located at a depth of
2.3 cm. In addition, a one-dimensional global Gamma Index (c)
was performed (Low et al., 1998). This uses two separate criteria,
the dose difference (DD) at a certain point and the distance-to-
agreement (DTA) value, to determine the acceptability of the dose
calculation. The c index was calculated using Eq. (1):

c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dx2

DTA2 þ
DD2

DD2

s
ð1Þ



Fig. 1. Components of the MC model of the Linac head from two different viewpoints.
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where Dx is the distance between the reference point to the closest
calculated point and DD is the dose difference. If the c index value is
less than or equal to 1, the calculation point passes the test; con-
versely, when the c index is greater than 1, it fails.. Two acceptance
criteria sets were used, namely a 2 mm DTA with a 2% dose differ-
ence (2%/2 mm), as proposed by the AAPM, and a 1%/2 mm, which is
Fig. 2. Comparison of PDD curve between measuremen

3

more accurate (Chetty et al., 2007). In this study, the c index was
calculated using a global normalisation (relative to the maximum
dose of the reference distribution) without a low dose threshold.
It is worth noting that global gamma hides differences in high dose
gradient areas and low dose regions, whilst highlighting errors in
high dose areas (Hussein et al., 2017).
t and simulation using different electron energies.
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For this part of the study, the full width half-maximum (FWHM)
of the gaussian intensity distributions of the circular beam (spot
size) was fixed and set to 0.1 cm in both the X and Y directions.
The mean angular spread was set to 0�. This means that the beam
was parallel to the Z-axis. Therefore, any observed effect on the
PDD curves would be only due to the change in electron energy.
2.4.2. Determination of radial distribution and angular spread
Based on the PDD comparison, the electron energy that best

matches the measurements was used with different FWHM (spot
size) values, ranging from 0.1 cm to 0.5 cm in increments of
0.05 cm (in both the X- and Y-directions). In this part of the study,
the lateral dose profiles for a 10 � 10 cm2 field size and 90 cm SSD
using different spot sizes were compared with the measurements,
as dose profiles are mainly affected by the spot size. The c test was
performed with two acceptance criteria, as in the previous stage, to
provide accurate quantitative comparison.

Consequently, the best spot size value that matches the mea-
surements was used with different mean angular spread values,
ranging from 0� to 1� in increments of 0.01� to fit or further reduce
cross-field profile differences with the measurements. In addition,
the c test was performed. After finding the best angular spread, the
dose profiles at different depths with a constant SSD of 90 cm for a
10 � 10 cm2 field size with and without a wedge were determined.
Table 1
Gamma index with two different acceptance criteria sets for PDD comparison using differ

2%/2 mm

Energy (MeV) GI 6 1 (%) GI 6 0.5

9.5 100 92.6
9.6 100 94.1
9.7 100 92.6
9.8 100 94.1
9.9 100 89.7
10 100 82.3
10.1 100 80.8
10.2 100 77.9
10.3 100 77.9
10.4 100 72.0
10.5 100 55.8

Fig. 3. Comparison of dose profiles between measurement and
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2.4.3. Output factor and quality index comparison
Based on the dose profiles and tuning, the spot size and mean

angular spread that best matched the measurements were investi-
gated further using data such as output factors and quality index.
The output factors (OF) were calculated as the ratio of the maxi-
mum dose for a given field size to the maximum dose of a
10 � 10 cm field size, where the latter was considered the refer-
ence. In this comparison, the SSD was constant at 100 cm with dif-
ferent field sizes that include 5, 10, 15 and 20 cm2, with and
without a wedge, were used to compare between MC calculations
and measurements.

The quality index (QI) was calculated as the ratio of the dose at
a 20 cm depth to that at a 10 cm depth with different SSDs but with
the same source chamber (or voxel) distance of 100 cm with a
10 � 10 cm2 field size.
3. Results and discussion

All simulations were performed on MacOS 10.15.5 with a
3.5 GHz Quad-Core Intel Core i5 processor and 24 Gb of RAM. For
each simulation, 49 � 106 histories were used to reduce the statis-
tical uncertainty to less than 0.5% along the in-field dose. All the
simulations were run from the top of the Linac head, with each
simulation split into four parallel jobs, distributing the simulation
ent electron energies.

1%/2 mm

(%) GI 6 1 (%) GI 6 0.5 (%)

4 92.64 39.71
2 94.12 54.41
4 92.65 70.59
2 94.12 77.94
1 89.70 75
5 82.35 63.23
8 80.88 63.23
4 77.94 55.89
4 77.94 50.94
5 72.06 47.06
8 55.88 23.53

simulation of the 9.8 MeV beam with different spot sizes.
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among four different processors, thus reducing the simulation time
to approximately 0.86 h.

3.1. Electron kinetic energy

In order to find the optimal electron energy, the PDD curve is
the best quantity to investigate as it is mainly affected by the elec-
Table 2
Gamma index for dose profile at the maximum depth dose with a 9.8 MeV electron beam

2%/2 mm

Spot size (cm) GI 6 1 (%) GI 6 0.

0.1 75.56 66.6
0.15 75.56 66.6
0.2 88.89 68.8
0.25 97.78 75.5
0.3 97.78 88.4
0.35 95.56 93.3
0.4 91.11 62.2
0.45 88.89 84.4
0.5 84.44 75.5

Table 3
Gamma index for dose profile at the maximum depth dose for different mean angular spr

2%/2 mm

Mean angular spread (deg) GI 6 1 (%) G

0.0 95.56
0.01 97.78
0.02 97.78
0.03 97.78
0.04 97.78
0.05 97.78
0.06 95.56
0.07 97.78
1 93.33

Fig. 4. Comparison of dose profiles for the tuned MC model and measu
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tron energy. Fig. 2 shows the PDD and relative difference curves of
different electron energies compared with the measurement. In
general, the differences range from �3.15% to 2.67%. Table 1 shows
the c test of different energies with two sets of criteria. For the
2%/2 mm set test, all calculation points showed c index values less
than 1. For c index values less than 0.5, an electron energy of
9.8 MeV shows 94.12%. In addition, when using the 1%/2 mm set
with different spot sizes using two different criteria.

1%/2 mm

5 (%) GI 6 1 (%) GI 6 0.5 (%)

7 66.67 62.22
7 66.67 57.78
9 68.89 64.44
6 75.55 60
4 84.44 71.11
3 93.33 73.33
2 62.22 33.33
4 84.44 33.33
6 75.56 24.44

eads using two different criteria.

1%/2 mm

I 6 0.5 (%) GI 6 1 (%) GI 6 0.5 (%)

93.33 93.33 73.33
93.33 95.56 71.11
93.33 95.56 68.89
93.33 95.56 64.44
95.56 95.56 64.44
95.56 95.56 77.78
93.33 93.33 68.89
93.33 93.33 66.67
75.56 75.56 62.22

rements at different depths with c analysis using the 1%/2 mm set.



Table 4
Comparison of output factors with and without a wedge between the tuned MC
model and measurement for different field sizes.

MC Measurement

Field size (cm) Open Wedge Open Wedge

Fig. 5. Comparison of dose profiles with a wedge between the tuned MC model and measurements at different depths with c analysis using the 1%/2 mm set.
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test, the 9.8 MeV electron energy showed that 94.12% and 77.94%
of the calculation points resulted in a c value less than 1 and 0.5,
respectively. As a result, based on Fig. 2 and Table 1, the best elec-
tron energy is 9.8 MeV, which will be used in the following inves-
tigation to tune the MC model.
5 0.934 0.272 0.941 0.265
10 1 0.301 1 0.289
15 1.0327 0.319 1.033 0.306
20 1.0543 0.333 1.053 0.318
3.2. Radial distribution and angular spread

Based on the results of the previous section, the 9.8 MeV elec-
tron beam was investigated with different spot sizes. This radial
distribution comparison was made to match the cross-field profiles
as well as the penumbra width/shape of the MC model (Almberg
et al., 2011). Fig. 3 shows the dose profiles of a 10� 10 cm field size
at the maximum dose depth using different spot sizes compared
with the measurement. As the spot size increased from 0.1 to
0.3 cm, the differences in the dose lateral profiles decreased with
a decrease horn at the edges. On increasing the spot size from
0.4 to 0.5 cm, the differences in lateral profiles increased at the
edges with a further decreased horn. Table 2 shows the c analysis
for different spot sizes using two different sets of acceptance crite-
ria. For the 2%/2 mm set analysis, spot sizes of 0.25 and 0.3 cm
showed 97.78%, while 0.35 cm showed 95.56%, with one more
point showing a c value of more than 1 in the penumbra region.
On the other hand, for the 1%/2 mm set analysis, a 0.35 cm spot
size resulted in 93.33% of the calculation (only three points failed,
around the penumbra region), where 73.33% of these showed a c
value of less than 0.5.

As a result, the FWHM of the gaussian distribution in the X- and
Y-directions was chosen to be 0.35 cm for the following stages of
the investigation. This circular spot size is similar to that found
by Almberg et al. (2011), which was a 0.5 cm circular spot size
for a 15 MV beam from the same Linac. The difference between
the presented findings and the previous one may be due to the
operating beam energy difference.
6

The dose profiles for the 9.8 MeV electron beam with a 0.35 cm
spot size were compared with measurements using angular
spreads from the Z-axis ranging from 0� to 1�. This angular spread
comparison was made to fit or further minimize cross-field profile
differences between the calculation and measurement. Table 3
shows the c index comparison for different mean angular spreads
using two different sets of acceptance criteria. From 0.07� to 0.19 �,
the calculation points that pass the c test decreased gradually, and
thus these results are not presented for the sake of brevity, but the
general trend holds. It can be clearly seen that the mean angular
spread of 0.04� and 0.05� showed the same number of calculation
points that pass the c test when using the 2%/2 mm criteria set. On
the other hand, the 0.05� resulted in more calculation points that
passed the test (at less than 0.5) when using the 1%/2 mm set. As
the mean angular spread increased, the percentage of points pass-
ing the c test decreased.

As a result, 0.05� appears to be the best mean angular spread,
resulting in fewer cross-field profile differences compared with
the measurements. Therefore, the MC model of a 10 MV Elekta
Synergy Linac achieved the best accuracy when the electron energy
was 9.8 MeV, the spot size (FWHM) was 0.35 cm in both directions,
and the mean angular spread was 0.05�. These findings are differ-
ent to those found in previous studies (Almberg et al., 2011;
Gholampourkashi et al., 2018), due to differences in the operating
beam energy and head used (i.e.. Agility head).
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Using the fine-tuned configuration, further comparison was
made by plotting dose profiles for a 10 � 10 cm field size at 2.3,
5, 10 and 20 cm depths with and without a wedge, as shown in
Figs. 4 and 5. For an open field, the lowest percentage of calculation
points that passed the c test was 91.49% at a 20 cm depth when
using the 1%/2 mm set of criteria. For a wedged field, the lowest
percentage was 75% at a depth of 10 cm and 95.56% when using
the 1%/2 mm and 2%/2 mm sets of criteria, respectively.

3.3. Output factor and quality index

Based on the previous results, the best-tuned MC model or con-
figuration that matches the measurements was further investi-
gated using output factors for different field sizes, as shown in
Table 4. For the open fields, the largest difference was �0.8% for
the 5 � 5 cm field size. On the other hand, for the wedged fields,
the largest difference was found for the 20 � 20 cm field size,
which was 4.7%.

Finally, the quality index was compared between the MC model
and the measurements. The QI value of the measurement for a
10 � 10 cm field size was 0.733, while the QI value of the MC
model was 0.739 with a 0.82% difference. Thus the MC model
achieved high accuracy. It is worth mentioning that the QI quantity
is relatively insensitive to small energy changes, but it is indepen-
dent of the electron contamination (Kosunen and Rogers, 1993;
Day and Aird, 1996).

4. Conclusion

This study has demonstrated the modelling and validation of an
MC model of a 10 MV photon beam from an Elekta Synergy Linac
head using the BEAMnrc MC code. The fine-tuned model was
achieved by setting the energy, radial intensity (spot size), and
mean angular spread of electron beam to 9.8 MeV, 0.35 cm, and
0.05�, respectively. For dose profiles, the fine-tuned configuration
resulted in 95.56% of the calculation points passing the c test using
a 1%/2 mm acceptance criteria set. In addition, the largest differ-
ences between the output factors for the MC model and the mea-
surements were �0.8% and 4.7% for the open and wedged fields,
respectively. The quality index difference was only 0.82%. There-
fore, the MCmodel presented in this study can be considered a reli-
able tool for dose calculations. Finally, the model, and indeed the
validation procedure presented, can be used to model different
Linacs with different energies taking into account the differences
between them.
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