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A B S T R A C T

The occurrence of landslides has risen in the past few decades, particularly in mountainous regions worldwide,
including Nakhon Si Thammarat, southern Thailand. Despite various methods being employed for the initial
management of landslide disasters, none have proven universally effective. The goal of this research is to
create and assess landslide susceptibility maps (LSMs) within this area by employing support vector machine
(SVM) and logistic regression, together with Geographic Information System (GIS) and Remote Sensing (RS)
techniques. Eleven factors contributing to landslides were identified as topographic, environmental, and
geological influences. The 365 landslides in the past were aimlessly selected into training (70%) and testing
(30%) datasets. The four LSMs indicated that approximately 13%–20% of this study area exhibit a high
susceptibility to landslides corresponding to the regions of high elevation with relatively steep slope angles.
To evaluate and compare LSM models, the AUC value for training dataset were 0.977, 0.975, 0.958, and 0.967
and testing dataset were 0.973, 0.969, 0.956, and 0.964 for SVM with the radial basis function (rbf) kernel,
SVM with polynomial deg 2, SVM with linear kernel and logistic regression models, respectively. Among these
models, SVMs with rbf demonstrated the highest prediction rate. However, it requires a significant amount of
time to choose the best parameters for achieving the highest accuracy prediction. In summary, these maps are
applicable at the regional level to enhance the management of landslide hazards.
1. Introduction

Landslides emerge as the most devastating natural disasters, result-
ing in significant impact on infrastructure, loss of lives, and disruption
to communities worldwide (Zêzere et al., 2017; Froude and Petley,
2018). Nakhon Si Thammarat is a region in southern Thailand that
frequently encounters risks of landslides due to the rugged mountainous
and hilly terrain along with extremely heavy monsoon rainfall (Harper,
1993; Kanjanakul et al., 2016; Sujitapan et al., 2023). Moreover, the
additional elements contributing to landslides in this region are geo-
logical setting, weathering characteristics, deforestation, and improper
land utilization exacerbated by population expansion (Phien-Wej et al.,
1993; Salee et al., 2022). The largest landslide event in this region
occurred in November 1988 and was the most severe landslide recorded
in Thailand’s history. These landslide events impacted the value of
economic loss of more than 300 million US dollars and there were
approximately 230 casualties (Tanavud et al., 2000; Komori et al.,
2018). The Department of Mineral Resource (DMR) of Thailand has
created a database of major landslides in the country since 1988, see
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Fig. 1. It discloses that the frequency of major landslides has been
escalated in this area. With this growing occurrence and intensity of
extreme weather events, it is crucial to create precise and dependable
maps indicating the susceptibility to landslides for effective reformulat-
ing land utilization planning and strategies for mitigating risks in this
region (Huang and Zhao, 2018).

Landslide susceptibility prediction plays a crucial role in assessing
the likelihood of landslide occurrences across geographic areas and
serves as a crucial technology for landslide risk management, early
warning systems, and comprehensive assessments (Huang et al., 2022;
Nanehkaran et al., 2023). Generally, there are three main methods for
evaluating landslide susceptibility (Corominas et al., 2013): physical
methods such as Stability Index Mapping (SINMAP) (Pack et al., 1999),
knowledge-based methods such as data-driven methods like frequency
ratio (FR) (Shahabi et al., 2014, 2015), and analytical hierarchy process
(AHP) (Mondal and Maiti, 2013; Zhang et al., 2016). A consensus re-
garding the most effective method for assessing landslide susceptibility
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remains elusive. However, it is widely acknowledged that data-based
methods tend to be better suited for the landslide evaluation at a
regional level (Corominas et al., 2013).

Over the past few years, methods involving Geographic Information
System (GIS) and Remote Sensing (RS) have been employed together
with data-based methods and machine learning algorithms, such as
logistic regression and support vector machine (SVM). Both algorithms
have gained popularity in landslide susceptibility mapping (Kalantar
et al., 2017; Oh et al., 2018; Chen et al., 2018; Nhu et al., 2020;
Nikoobakht et al., 2022). Based on the presumption that forthcoming
landslides are likely to occur under similar conditions as past landslide
occurrences, the data-based methods with machine learning employ
scientific models to forecast the feasibility of landslide events (Meng
et al., 2024). These models utilize the spatial distribution of various
factors influencing landslides within the susceptible areas (Reichenbach
et al., 2018). The utilization of logistic regression and SVM algorithms
offers distinct advantages in landslide susceptibility mapping (Azarafza
et al., 2021).

Logistic regression allows for the identification and quantification
of the relative significance of various landslide-related factors, aid-
ing in the identification of critical variables and their influence on
landslide susceptibility (Bai et al., 2010; Nolasco-Javier and Kumar,
2021). As many factors may affect landslide occurrences, implementing
a hypothesis test on the logistic regression is one way to identify a
related factor. It is a rigid supervised machine learning model. The
support vector machine is a powerful machine learning algorithm
that seeks to identify an optimal hyperplane for separating landslide
and non-landslide areas in a multidimensional feature space (Arora
et al., 2004; Lee et al., 2017). SVM excels in managing intricate data
patterns and non-linear correlations between input variables, making
it a valuable tool for landslide susceptibility mapping (Chang et al.,
2023). By capturing the underlying patterns and classifying areas into
different susceptibility levels, SVM can contribute to accurate and
reliable mapping results (Huang and Zhao, 2018). The SVM is one of
the flexible supervised machine learning models.

The objective of this study is to evaluate and compare the per-
formance of logistic regression and SVM in generating landslide sus-
ceptibility maps. By utilizing these algorithms, we seek to improve
our understanding of the spatial distribution and factors influencing
landslide occurrences in Nakhon Si Thammarat, where has witnessed
recurrent landslide events, making it a suitable candidate for this
research. Here, we collected a comprehensive dataset that includes in-
formation on slope, elevation, lithology, land cover, and rainfall, among
other relevant variables. These variables were chosen due to their
recognized impact on the incidence of landslides. The dataset was sep-
arated into training and validation sets, utilizing for the development
and evaluation of both logistic regression and SVM models.

By comparing the performance of these models using appropri-
ate evaluation methods, we aim to determine their effectiveness in
landslide susceptibility mapping and identify their strengths and lim-
itations. Decision-makers, land-use planners, and other stakeholders
involved in disaster risk management will find great value in this
study’s findings. The resulting landslide susceptibility maps can aid
in identifying high-risk areas, prioritizing mitigation measures, and
improving emergency preparedness efforts. Moreover, the compara-
tive analysis of logistic regression and SVM will contribute to the
existing body of knowledge on machine learning techniques for land-
slide susceptibility mapping, facilitating the adoption of appropriate
methodologies in similar contexts.

In the subsequent segments of this paper, we present the description
of the study area, the methodology employed for data collection,
preprocessing, and modeling using logistic regression and SVM. Sub-
sequently, we discuss the results and comparative performance of the
two algorithms, followed by a comprehensive discussion of the findings.
2

Finally, we summarize the key findings and their practical implications.
2. Description of research area

The research area is Nakhon Si Thammarat province situated in the
south of Thailand, rests along the eastern coast of the Thai Peninsula
(Fig. 1) (Pramojanee et al., 1998). There are three main land-scarps in
this province: the mountain range, namely Khao Luang and low hills in
the middle; the intermountain upland or intermediate zone connecting
a mountain range to a plain or lowland at the southwest; and the coastal
plain at the east.

In the Khao Luang mountain range, the highest peak of elevation
is approximately 1800 m above mean sea level (Fig. 1) (Pramojanee
et al., 1998) and the slopes are fairly steep with average angles of
about 27–33 degrees. The bedrock geology in the mountain range (Ridd
et al., 2011) is coarse-grained granite to granite gneiss of Triassic to
Cretaceous age (light pink area marked ‘Trgr’ in Fig. 1). Older meta-
morphic and sedimentary rocks are located in low-hill areas. They are
quartzite and sandstone of Precambrian age (light green area marked
‘E’ in Fig. 1), brown shale and siltstone of Silurian to Carboniferous
age (dark brown area marked ‘SDCtp’ in Fig. 1), Ordovician limestone
(dark green area marked ‘O’ in Fig. 1), and pebbly mudstone and
gray shale of Carboniferous to Permian age (gray area marked ‘CPk’
in Fig. 1). To the west of the mountain range are scattered with low
hills and intermountain upland at an average elevation of 100–120 m.
The bedrock geology of low hills consists of argillaceous limestone
interbedded with shale of Jurassic age (medium apple green area
marked ‘Jk’ in Fig. 1) and arkosic sandstone of Jurassic to Cretaceous
age (tourmaline green area marked ‘JKl’ in Fig. 1). The intermountain
upland is veiled by colluvial and terrace sediments in Quaternary age
(yellow areas marked ‘Qc’ and ‘Qt’ in Fig. 1). To the eastern side of
the mountain range lies a gently undulating piedmont plain, which
gradually descends eastward from the foothills of the range to the
coastal plain and the sea. On average, the distance between the foothills
and the sea is approximately 30 km, with the foothills standing at an
elevation averaging 150 meters above sea level, while the shore is at
about 2 meters above sea level (Pramojanee et al., 1998). Therefore,
the slope gradient from the foothills of the mountain range to the sea is
notably steep. Moreover, numerous small streams and rivers are present
on either side of the range. This eastern area is mainly covered by
alluvial and coastal tide-dominated sediments in the Quaternary age
(yellow areas marked ‘Qa’ and ‘Qmc’ in Fig. 1).

In addition to geography and geology, this province is in an area
of intense rainfall (Pal et al., 2018). According to Kottek et al. (2006)
climate classification, this province has a climate characterized by
Tropical Monsoon conditions with annual precipitation intensity fluc-
tuating between 1800 and 2200 mm, which is susceptible to trigger-
ing landslides (Schmidt-Thomé et al., 2018). The beginning of the
rainy season typically occurs in mid-May and extends through to mid-
January. The highest monthly rainfall intensity exceeding 200 mm
usually falls in October and November, accompanied by frequent rain-
storms (Loo et al., 2015). The summer season consists of March and
April. The average temperature and relative humidity of the province
are 27 Celsius and 78 percent respectively (Pramojanee et al., 1998).

According to this Tropical Monsoon climate together with geogra-
phy and geology in this province, the regional characteristics of land-
slides may differ from other areas. Many landslides have emerged in
the topsoil, which is typically composed of residual soils (Rahimi et al.,
2010; Sujitapan et al., 2023). The characteristic of these landslides is
shallow landslide with debris flow from Cruden (1996) classification.
The residual soils have resulted from the granitic rock weathering
process that contains silty sand and sandy silt with occasional gravel
traces. Rainfall-triggered slope failures predominantly happen in the
unsaturated vadose zone above the groundwater table of the residual
soils (Rahardjo et al., 2012). As rainfall seeps into the soil pores, it
elevates the soil’s moisture level, causing a decrease in matric suction
and shear resistance within the unsaturated soil. As a consequence,

the slope becomes more prone to failure (Tan et al., 2021). Moreover,
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Fig. 1. Geological map (below) and 30 m-DEM (top) of Nakhon Si Thammarat province with landslide events (black circle).
human activities like urbanization, deforestation, mining, construction,
and inadequate land management practices are able to significantly
influence landslide occurrence in this province. Activities that alter
natural drainage patterns or destabilize slopes can also exacerbate
landslide hazards (Sujitapan et al., 2024).

3. Materials and methods

There are two steps of the methodology: (i) data preparation, and
(ii) landslide susceptibility analysis. The flowchart implemented in this
study is revealed in Fig. 2. In the data preparation, a landslide inventory
map and influencing factors of landslides were obtained by GIS and RS
to understand the relation between the past landslides and the influ-
encing factors of landslides. Subsequently, the landslide susceptibility is
assessed using logistic regression and SVM. More details are described
below.

3.1. Landslide inventory map

The landslide inventory map reveals the locations of existing land-
slides, see Fig. 1. It has been produced by the landslide database
in Thailand from 1989 to 2022, interpretation from remote-sensing
images, and field investigations. All 365 landslides were identified in
this area. They were converted to 8025 landslide pixels of 30 × 30
3

m each. These landslide pixels were subsequently merged with 2772
pixels of 30 × 30 m each representing areas without landslides, which
were chosen randomly from regions unaffected by landslides. The total
count of landslide and non-landslide pixels was separated into train
and test datasets. After the landslide susceptibility models were created
using the training dataset, the testing dataset was utilized to evaluate
and validate the models’ effectiveness.

3.2. Landslide influencing factors

Here, the picking of triggering factors is critical for understanding
the underlying mechanisms and drivers of landslide occurrence. These
triggering factors are chosen based on their known influence on slope
stability and their relevance to the specific geological, topographical,
and climatic conditions of the study area. Therefore, eleven influencing
landslide factors shown in Fig. 3 are chosen according to findings
from prior research, such as Phien-Wej et al. (1993), Tanavud et al.
(2000), Kanjanakul et al. (2016), and Sujitapan et al. (2023) of the
characteristics and mechanism of landslide occurrences in this area.
They can be divided to three categories: topographical, environmental,
and geological groups (Chen et al., 2018). The topographical factors
comprise elevation, slope angle, curvature, aspect, distance to rivers,
and distance to roads. Normalized Difference Vegetation Index (NDVI),
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Fig. 2. Methodology flowchart in this study.
Normalized Difference Water Index (NDWI), and rainfall are deter-
mined as environmental factors, while lithology and distance to faults
are geological factors. The details of the eleven factors are explained
below and summarized in Table 1.

3.2.1. Elevation
An elevation map was derived from Digital Elevation Model (DEM)

data, featuring a spatial resolution of 30 × 30 meters in this study
area. This DEM was generated by Shuttle Radar Topography Mission
(SRTM) dataset obtained from the USGS Earth Explorer website. This
factor stands out as one of the most influential topographic factors
contributing to slope failure in this area (Tanavud et al., 2000). The
elevation map within this area spans from −27 to 1781 m above sea
level (Fig. 3a).

3.2.2. Slope angle
The slope angle expresses the changes in elevations over distance.

It affects the level of soil moisture concentration and water flows in
the subsurface, directly related to landslide occurrences. A slope angle
map of this area was generated from the DEM data using spatial analyst
tools in ArcGIS 10.5 software. In this area, the frequency of landslides
is likely to occur in the steep slope (Tanavud et al., 2000). The slope
angle map is in the range of 0 to 72 degrees (Fig. 3b).

3.2.3. Aspect
The aspect denotes the bearings of the slope face measured in the

clockwise direction from 0 to 360 degrees. It relates to directions of
precipitation, wind, and sunlight exposure. This can control the growth
of vegetation, rate of erosion, and thickness of soil resulting in landslide
occurrence. An aspect map of this area was created from the DEM
data as a slope angle. It is classified into ten directions of Flat, North,
4

Northeast, East, Southeast, South, Southwest, West, Northwest, and
North (Fig. 3c).

3.2.4. Curvature
The curvature displays the shape of the slope which can probably

affect the landslide occurrence. An aspect map of this area was also
created from the DEM data. It can be divided into three classes: concave
(< −0.05), flat (−0.05 to 0.05), and convex (> 0.05) (Fig. 3d). The
probability of landslide occurrence is higher in concave and convex
areas compared to flat areas.

3.2.5. Distance to rivers
The stability of slopes is significantly influenced by the familiarity

of these slopes to the river networks (Alexakis et al., 2013). Many
landslides in this area have occurred close to river networks. The
river networks in this study area were derived from the topographic
map at a scale of 1: 50000 obtained from Department of Mineral
Resources (DMR), Thailand. A distance to rivers map of this area was
calculated and generated by the Euclidean Distance Tool in ArcGIS 10.5
software. The distances are classified into eight intervals: 0–100, 100–
200, 200–300, 300–400, 400–500, 500–600, 600–700, and > 700 m
(Fig. 3e).

3.2.6. Distance to roads
The building roads near the mountain significantly influence the

landslide distribution in this area. In the vicinity of road networks,
widespread excavation, additional loads, and deforestation are fre-
quently noted, contributing to the susceptibility of slope failures. The
road networks in this area were also derived from the topographic map
at the same scale as distance to rivers. A distance to roads of this area
(Fig. 3f) was generated by the Euclidean Distance Tool and classified

into eight intervals as same as the distance to rivers map.
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Fig. 3. Map of eleven influencing landslide factors: (a) elevation; (b) slope angle; (c) aspect; (d) curvature; (e) distance to rivers; (f) distance to roads; (g) NDVI; (h) NDWI; (i)
rainfall intensity; (j) lithology; and (k) distance to faults.
3.2.7. NDVI
NDVI is the assessment of vegetation growth and the distribution of

soil characteristics through the analysis of spectral changes in green
vegetation (Sonker et al., 2022). An NDVI map of this study area
(Fig. 3g) was generated from red and near-infrared bands of Landsat 8
OLI satellite images together with ArcGIS 10.5 software. The NDVI map
is classified into six categories (water, built-up areas, barren land, shrub
and grassland, sparse vegetation, and dense vegetation) according to
NDVI values.

3.2.8. NDWI
NDWI is used to detect the presence of moisture content. High NDWI

values indicate the existence of elevated moisture levels (Ullah et al.,
5

2022). An NDWI map of this study area (Fig. 3h) was derived from
green and infrared bands of Landsat 8 OLI satellite images together with
ArcGIS 10.5 software. The NDWI values are divided into five classes:
water surface, flooding or humidity, weak drought, moderate drought,
and strong drought.

3.2.9. Rainfall intensity
Rainfall is an external variable frequently employed in landslide

susceptibility analysis (Moazzam et al., 2020). The annual rainfall
intensity is normally high, which is susceptible to triggering land-
slides (Sujitapan et al., 2023). The rainfall intensity data was acquired
from the 9 year average annual rainfall intensity of sixty-seven stations
in this study area measured by Thailand Royal Irrigation Department.
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Table 1
Landslide data sources.

Factors Data source Scale Year of
acquisition

Elevation DEM from USGS 30 × 30 m 2017
Slope angle
Aspect
Curvature

Distance to rivers Shapefile from DMR 1: 50000 2012
Distance to roads
Distance to faults
Lithology

NDVI and NDWI LandSat8 images from USGS 30 × 30 m 2022
Rainfall intensity Rainfall data from Thailand 30 × 30 m Avg. from

Royal Irrigation Department 2015–2023

A rainfall intensity map of this study area (Fig. 3i) was then generated
by interpolation through the kriging method in ArcGIS 10.5 software.
The rainfall intensity value is in the range of 979 to 2037 mm.

3.2.10. Lithology
Lithological types exhibit unique strength and slope structures,

significantly influencing the landslides. The landslides in this study
area frequently occur in the granitic bedrock, which is a high rate
of weathering (Tanavud et al., 2000). A lithological map of this area
(Fig. 3j) was achieved from the geological map (Fig. 1) at a scale of
1:100,000 from the DMR. The lithology is separated into eleven kinds
based on the type of bedrock and age.

3.2.11. Distance to faults
Faults are tectonic fractures that weaken rock strength and typ-

ically result in extensive fracturing and precarious slope conditions
(Pourghasemi and Rahmati, 2018). Consequently, they can significantly
increase landslide occurrence. The faults in this study area were ex-
tracted from a geological structure map with a scale of 1: 50000
obtained from DMR. A distance to faults map of this area was created
by the Euclidean Distance Tool and classified into eight intervals: 0–
150, 150–300, 300–450, 450–600, 600–750, 750–900, 900–1050, and
> 1050 m (Fig. 3k).

However, integrating influencing factors into landslide susceptibil-
ity models (LSM) in Nakhon Si Thammarat can indeed present several
challenges, especially concerning data availability and quality. One of
the primary challenges is the availability of reliable data for the various
triggering factors. In some cases, data may be limited or unavailable for
certain parameters such as soil properties, geological characteristics, or
historical landslide events. This scarcity can hinder the development
and validation of LSM models. Even when data is available, its quality
may vary. Incomplete, outdated, or inaccurate data can compromise
the accuracy and reliability of LSM models. Ensuring data quality
through rigorous validation, verification, and quality control measures
is essential for robust landslide susceptibility assessment.

3.3. Machine learning algorithms for modeling approach

Here, the logistic regression and SVM are used for landslide sus-
ceptibility mapping. They offer different approaches to identifying and
predicting areas at risk of landslides based on available data and input
factors. In this section, we first verify which factor discussed above has
a statistical effect on the landslide occurrence by using a hypothesis test
on the logistic regression model. The hypothesis test shows the P-values
for each considered factor in which we can eliminate the uncorrelated
factors. The results show that rainfall intensity, aspect, and NDWI
data do not affect the landslide occurrence. We can now consider the
8 remaining factors affecting landslide susceptibility: elevation, slope
angle, curvature, distance to rivers, distance to roads, NDVI, lithology,
and distance to faults.
6
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3.3.1. Logistic regression
Here, the binary outcome, a landslide or a non-landslide, is modeled

using logistic regression. Assume that we have 𝑛 data written in the
form (𝑥𝑖, 𝑦𝑖) for 𝑖 = 1,… , 𝑛 and 𝑦𝑖 ∈ {0, 1} where 𝑥𝑖 is a vector of
predictors and 𝑦𝑖 is the response value related to 𝑥𝑖. For each 𝑖 ∈
{1,… , 𝑛}, the vector 𝑥𝑖 consists of 136 elements; 7 relevant quantitative
factors discussed above and 129 dummy variables from the qualitative
factor of lithology. The predictor 𝑥𝑖 then can be written in the form
𝑥𝑖 = (𝑥𝑖1, 𝑥𝑖2,… , 𝑥𝑖𝑝)𝑇 where 𝑝 = 136. The response 𝑦𝑖 falls into one
of two categories, landslide (𝑦𝑖 = 1) and non-landslide (𝑦𝑖 = 0). Given
hat 𝑃 (𝑥𝑖) = 𝑃𝑟(𝑦𝑖 = 1|𝑥𝑖) is the conditional probability, the logistic
egression used in this manuscript is a statistical model presenting a
elationship between 𝑃 (𝑥𝑖) and 𝑥𝑖 as follows:

(𝑥𝑖) =
𝑒𝛽0+𝛽1𝑥𝑖1+𝛽2𝑥𝑖2+⋯+𝛽𝑝𝑥𝑖𝑝

1 + 𝑒𝛽0+𝛽1𝑥𝑖1+𝛽2𝑥𝑖2+⋯+𝛽𝑝𝑥𝑖𝑝
= 𝑒𝛽0+𝛽𝑇 𝑥𝑖

1 + 𝑒𝛽0+𝛽𝑇 𝑥𝑖
, (1)

where 𝛽 = (𝛽1,… , 𝛽𝑝)𝑇 and the values of 𝛽0, 𝛽1,… , 𝛽𝑝 obtained by a
method called maximum likelihood. We note here that Eq. (1) is called
the logistic function that maps the predictor variable 𝑥𝑖 into the interval
(0, 1) which corresponds to the probability values.

3.3.2. Support vector machine
Support vector machines (SVMs) are among the most important

machine-learning tools to classify data (𝑋, 𝑌 ) where 𝑋 is a vector
of predictors and 𝑌 is the binary response of 1 (landslide) or −1
(non-landslide). SVM’s primary goal is to create the best-separating
hyperplane possible for categorizing the landslide data that has been
collected.

Now suppose that we have 𝑛 data of predictors and responses, say
(𝑥𝑖, 𝑦𝑖) for 𝑖 = 1,… , 𝑛 where 𝑦𝑖 ∈ {−1, 1} and each predictor 𝑥𝑖 consists
f 𝑝 = 136 factors; i.e., 𝑥𝑖 = (𝑥𝑖1,… , 𝑥𝑖𝑝)𝑇 . Define a 𝑝−dimensional
yperplane as 1 + 𝛽11 + 𝛽22 + ⋯ + 𝛽𝑝𝑝 = 0, which is equivalent
o the vector form equation:

() = 1 + 𝛽𝑇 = 0 (2)

here 𝛽 = (𝛽1,… , 𝛽𝑝)𝑇 and  = (1,… ,𝑝)𝑇 . The fundamental concept
of the linear SVM is to find the parameters 𝛽1, 𝛽2,… , 𝛽𝑝 in such a way
that the hyperplane (2) can be used to separate the data 𝑥𝑖 efficiently
by evaluating the sign of 𝑓 (𝑥𝑖) for each 𝑖 ∈ {1,… , 𝑛}. The following
is the way we classify the data. The landslide data (𝑥𝑖, 𝑦𝑖) with 𝑦𝑖 = 1
(landslide) gives

𝑓 (𝑥𝑖) ≥ 1 − 𝜖𝑖, (3)

where 𝜖𝑖 is a slack variable and 𝜖𝑖 ≥ 0. On the other hand, the data
(𝑥𝑖, 𝑦𝑖) with 𝑦𝑖 = −1 (non-landslide) gives

𝑓 (𝑥𝑖) ≤ 1 − 𝜖𝑖. (4)

From (3) and (4), we have 𝑦𝑖𝑓 (𝑥𝑖) ≥ 1 − 𝜖𝑖 for all 𝑖 = 1,… , 𝑛. By
ormalizing the predictors 𝑥𝑖 for all 𝑖 = 1,… , 𝑛, if 𝑥𝑗 be a support vector
uch that |1 + 𝛽𝑇 𝑥𝑗 | = 1, then the distance between this 𝑥𝑗 and the
yperplane 𝑓 () = 0 is 1

‖𝛽‖ . The optimal way to obtain the parameters
𝛽1, 𝛽2,… , 𝛽𝑝 is to solve the following optimization problem:

Maximize 1
‖𝛽‖

(To maximize the margin)

ubject to 𝑦𝑖𝑓 (𝑥𝑖) ≥ 1 − 𝜖𝑖 for 𝑖 = 1,… , 𝑛 and

𝐶
𝑛
∑

𝑖=1
𝜖𝑖 is minimized for a fixed value C.

The value 𝐶 here is called the tuning parameter. Since the term
𝐶
∑𝑛

𝑖=1 𝜖𝑖 also needs to be minimized, the above optimization problem
is equivalent to

Minimize 1
2
‖𝛽‖2 + 𝐶

𝑛
∑

𝑖=1
𝜖𝑖

ubject to 𝑦 (1 + 𝛽𝑇 𝑥 ) ≥ 1 − 𝜖 and 𝜖 ≥ 0 for 𝑖 = 1,… , 𝑛. (5)
𝑖 𝑖 𝑖 𝑖
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The Lagrangian of the previous optimization problem is

 = 1
2
‖𝛽‖2 + 𝐶

𝑛
∑

𝑖=1
𝜖𝑖 −

𝑛
∑

𝑖=1
𝜉𝑖𝜖𝑖 +

𝑛
∑

𝑖=1
𝜇𝑖(1 − 𝜖𝑖 − 𝑦𝑖(1 + 𝛽𝑇 𝑥𝑖)), (6)

where 𝜉𝑖 ≥ 0 and 𝜇𝑖 ≥ 0 for 𝑖 = 1,… , 𝑛. By assigning zero to the partial
erivatives of (6) with respect to 𝛽𝑖 and 𝜖𝑖, we have

=
𝑛
∑

𝑖=1
𝜇𝑖𝑦𝑖𝑥𝑖, (7)

0 = 𝐶 − 𝜉𝑖 − 𝑢𝑖 for 𝑖 = 1,… , 𝑛. (8)

hese equations can be used to derive the dual function 𝑔(𝑢1,… , 𝑢𝑛) of
his problem. We then finally obtain the Lagrange dual problem of (5)
s follows:

aximize
𝑛
∑

𝑖=1
𝜇𝑖(1 − 𝑦𝑖) −

1
2

𝑛
∑

𝑖=1

𝑛
∑

𝑗=1
𝜇𝑖𝜇𝑗𝑦𝑖𝑦𝑗⟨𝑥𝑖, 𝑥𝑗⟩

Subject to 0 ≤ 𝜇𝑖 ≤ 𝐶 for 𝑖 = 1,… , 𝑛 (9)

where ⟨𝑥𝑖, 𝑥𝑗⟩ = 𝑥𝑇𝑖 𝑥𝑗 =
∑𝑝

𝑘=1 𝑥𝑖𝑘𝑥𝑗𝑘. We note here that the solutions
𝜇1,… , 𝜇𝑛 of the problem (9) lead us to obtain the solutions 𝛽1,… , 𝛽𝑝
of the problem (5) by using Eq. (7). The optimization problem (9) can
generalized to

Maximize
𝑛
∑

𝑖=1
𝜇𝑖(1 − 𝑦𝑖) −

1
2

𝑛
∑

𝑖=1

𝑛
∑

𝑗=1
𝜇𝑖𝜇𝑗𝑦𝑖𝑦𝑗𝐾(𝑥𝑖, 𝑥𝑗 )

Subject to 0 ≤ 𝜇𝑖 ≤ 𝐶 for 𝑖 = 1,… , 𝑛, (10)

where 𝐾(𝑥𝑖, 𝑥𝑗 ) is called kernel. The following are some kernel types of
SVM:

• 𝐾(𝑥𝑖, 𝑥𝑗 ) = ⟨𝑥𝑖, 𝑥𝑗⟩ is called linear kernel,
• 𝐾(𝑥𝑖, 𝑥𝑗 ) = 𝑒−𝛾‖𝑥𝑖−𝑥𝑗‖

2 is called radial basis function kernel,
• 𝐾(𝑥𝑖, 𝑥𝑗 ) = (𝛾⟨𝑥𝑖, 𝑥𝑗⟩ + 1)𝑑 is called polynomial kernel.

3.3.3. Model performance comparison
The model performance based on the considered methods (Logistic

regression and SVM) has been investigated by considering sensitiv-
ity value, specificity value, accuracy value, ROC & AUC, and 𝐾-fold
cross-validation.

Sensitivity describes how effectively a model can identify pixels
representing landslides as indicative of landslides. The sensitivity value
is calculated by

sensitivity (True Positive Rate) = TP
TP+FN ,

where FN value is the number of pixels that are truly landslides but
were mistakenly categorized as non-landslides by the model, and TP
value indicates the number of landslide pixels that are accurately
identified as landslides.

Specificity quantifies the percentage of real, non-landslide pixels
that a model accurately identifies. The specificity value is calculated
by

specificity (True Negative Rate) = TN
TN+FP ,

where TN denotes the number of pixels the model correctly labels as
non-landslides and FP denotes the number of pixels the model wrongly
labels as landslides when they are actually non-landslides.

We note here that the higher of both sensitivity and specificity
values the better performance of the model. In the landslide situation,
the model with the higher sensitivity value would have better perfor-
mance in the sense that it can predict the landslide pixels correctly
as landslides. The general comparison of the model performances is
observed by computing,

accuracy value = TP+TN .
7

TP+FN+TN+FP
A helpful tool for assessing the trade-off between the TP rate (sensi-
tivity) and the FP rate (1-specificity) at various classification thresholds
is the ROC curve. The threshold used in the logistic model is the prob-
ability value and the one implemented in the support vector machine
is the decision value.

Another method for assessing the performance of a model is called
K-fold cross-validation. The whole dataset is separated into 𝐾 groups,
or folds. In total of 𝐾 times trained model, each time a new fold is
considered as testing and the remaining 𝐾 − 1 folds are the training
dataset. In this manuscript, we consider the case of 𝐾 = 10. Since
this process produces the accuracy in each running time, the general
accuracy of the model is the average of the 10 accuracies.

3.3.4. Generating landslide maps
This subsection is devoted to illustrating how the predicted land-

slide map (Fig. 4) of each model is created. It is obvious from the
logistic regression model that it produces a probability for a given input
predictor. The predicted landslide map using this model is directed
from the values of the predicted probabilities. The support vector
machine; on the other hand, produces the value of the hyperplane
function at a considered predictor. This value is not the probability
of landslide occurrence. To achieve the probability value for each
landslide predictor, we consider the sigmoid function:

𝜎(𝐱) = 1
1 + 𝑒−𝑓 (𝐱)

,

here 𝐱 is a vector of landslide predictor and 𝑓 is the hyperplane
unction obtained from the SVM method. These sigmoid values are
onsidered as the probability values used to generate the landslide
rediction maps.

. Results and discussion

.1. Landslide susceptibility map evaluation

The landslide susceptibility maps with probability value (0–1) are
hown in Fig. 4. In the maps, each pixel size 30 × 30 meters is cate-

gorized into five classes: very low (0–0.13), low (0.13–0.33), medium
(0.33–0.58), high (0.58–0.83), and very high (0.83–1.00) using the
natural break method. Fig. 4(a) is the map created by the method of
logistic regression. The maps generated by the support vector machine
with the linear kernel (LR), the radial basis function (rbf) kernel, and
the polynomial kernel are shown in Fig. 4 panels (b), (c), and (d),
respectively. These generated landslide susceptibility maps adhere to
two spatial effectiveness criteria when utilizing the four models: (1) the
high-susceptibility category encompasses only mountainous regions,
and (2) the most of landslide pixels are present in this category. Fig. 4
is consistent with the elevation map of this area (Fig. 3a) that regions
with high elevation are susceptible to landslides, while low-elevation
areas, such as river basins and coastal plains characterized by low
elevation and flat terrain, are devoid of landslide occurrences. This
pattern of landslide distribution highlights the susceptibility of hilly
areas to landslides, as manifested in the susceptibility map.

Furthermore, the proportion of susceptible zones included by all
models are also revealed in Fig. 5. The results show that all models
cover over 55% of the area with a very low susceptible zone, which
constitutes a majority of the entire study area. All SVM models exhibit
very high susceptible zones of 17%–20%. In contrast, they categorize
the low to high susceptible zones homogeneously with the areas of 5%–
10%. The very high susceptible zone of the logistic regression model
covers 13% of the total area which is a comparatively smaller portion
than the SVM models. However, the rationality of the Landslide Suscep-
tibility Model (LSM) was also assessed by frequency ratio (fr), which
is the proportion of the number of landslides within each susceptibility
class. All models exhibited a consistent pattern, demonstrating a higher
concentration of landslides in the highly susceptible zones and fewer

occurrences in low-lying regions (Fig. 4). The highest frequency ratio
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Fig. 4. Landslide susceptibility maps generated by each model: (a) logistic regression; (b) SVM with the linear kernel; (c) SVM with the rbf kernel; and (d) SVM with the polynomial
kernel.
of landslides relating to the very high susceptible zone is SVM with
the rbf kernel model (fr = 4.44) followed by SVM with the polynomial
kernel (fr = 4.43), logistic regression (fr = 4.39), and SVM with the
linear kernel (fr = 4.30).

4.2. Accuracy of the maps and model comparison

To compare the accuracy of each model, the training dataset and
the testing dataset used in each model need to be the same. In the
computation process, we divided the whole dataset into 70% training
8

and 30% testing. We then use the same division to analyze the per-
formance of each model. The performance analysis of the models is
present in Table 2. As presented in the support vector machine section,
to solve the optimization problem (10) we need to specify the kernel
𝐾(𝑥𝑖, 𝑥𝑗 ) and the fixed value of the tuning parameter 𝐶. The values of
𝛾 and the tuning parameter 𝐶 shown in Table 2 have been collected as
the best-fitted parameters for each model in the sense that those values
produce the highest accuracy on the 70% training dataset. We note here
that the process of choosing the best parameters is time-consuming.
In the process, we choose 𝐶 ∈ {1, 5, 10, 15, 20, 30, 35, 40, 45, 50} and
𝛾 ∈ {0.5, 1, 1.5, 2} that produce the highest accuracy. For larger datasets,
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Table 2
Confusion matrices and performance of the models for a fixed 30% testing and 70% training data.
Models Data Actual Actual Specificity Sensitivity Accuracy

non-landslide landslide (%) (%) (%)

SVM Train Predicted non-landslide 1681 232 96.50 95.98 96.10
(rbf) Predicted landslide 61 5541
𝐶 = 30, 𝛾 = 1 Test Predicted non-landslide 705 113 93.87 95.42 95.06

Predicted landslide 46 2357

SVM Train Predicted non-landslide 1720 193 98.29 96.65 97.03
(poly deg 4) Predicted landslide 30 5572
𝐶 = 20, 𝛾 = 1 Test Predicted non-landslide 702 116 92.49 95.29 94.63

Predicted landslide 57 2346

SVM Train Predicted non-landslide 1693 220 97.64 96.19 96.53
(poly deg 3) Predicted landslide 41 5561
𝐶 = 20, 𝛾 = 1 Test Predicted non-landslide 695 123 93.92 95.04 94.78

Predicted landslide 45 2358

SVM Train Predicted non-landslide 1684 229 96.50 96.03 96.14
(poly deg 2) Predicted landslide 61 5541
𝐶 = 40, 𝛾 = 1 Test Predicted non-landslide 711 107 93.31 95.65 95.09

Predicted landslide 51 2352

SVM Train Predicted non-landslide 1603 310 96.45 94.70 95.09
(linear) Predicted landslide 59 5543
𝐶 = 1 Test Predicted non-landslide 670 148 95.17 94.12 94.35

Predicted landslide 34 2369

Logistic Train Predicted non-landslide 1665 248 88.52 95.60 93.83
regression Predicted landslide 216 5386

Test Predicted non-landslide 699 119 86.62 95.07 92.95
Predicted landslide 108 2295
Fig. 5. Percentages of each landslide susceptibility level in all models.

the data reduction method can reduce the computer running time. The
basic idea of this method is to use a sufficient amount of data for
training instead of using all training data to construct the hyperplane.
For the SVM with linear kernel, 𝐾(𝑥𝑖, 𝑥𝑗 ) = ⟨𝑥𝑖, 𝑥𝑗⟩, the best value
of 𝐶 is 𝐶 = 1. In the SVM with the radial basis function kernel,
𝐾(𝑥𝑖, 𝑥𝑗 ) = 𝑒𝛾‖𝑥𝑖−𝑥𝑗‖

2 , the best-fitted values of 𝐶 and 𝛾 for the training
dataset are 30 and 1 respectively, listed in Table 2. The SVM with the
polynomial kernel, 𝐾(𝑥𝑖, 𝑥𝑗 ) = (𝛾⟨𝑥𝑖, 𝑥𝑗⟩+1)𝑑 , degrees 𝑑 = 2, 𝑑 = 3, and
𝑑 = 4 have the best-fitted parameters 𝐶 = 40 and 𝛾 = 1, 𝐶 = 20 and
𝛾 = 1, and 𝐶 = 20 and 𝛾 = 1, respectively, shown in Table 2.

In terms of the accuracy prediction on the training dataset, the SVM
with the polynomial kernel deg 4 performs the best accuracy of 97.03%,
followed by the SVM with polynomial deg 3 (96.53%), the SVM with
polynomial deg 2 (96.14%), the SVM with the rbf kernel (96.01%),
the SVM with the linear kernel (95.09%), and the lowest accuracy
prediction is the logistic regression model (93.83%), see Table 2. Note
that the higher accuracy of models on the training data does not imply
the high performance of the model because overfitting may occur.
9

Table 3
Performance of the models on 10-fold cross-validation.

Models Average of accuracy Standard deviation of accuracy
(%) (%)

SVM(rbf) 95.46 0.601
SVM(poly deg 4) 95.67 0.499
SVM(poly deg 3) 95.72 0.577
SVM(poly deg 2) 95.45 0.681
SVM(linear) 94.68 0.782
Logistic regression 93.55 0.748

For the testing dataset, the accuracy predictions of the SVM with the
polynomial kernel deg 2 and the SVM with the rbf kernel outperform
the others with 95.09% and 95.06% accuracies, respectively. They are
followed by the SVM with polynomial deg 3 (94.78%), the SVM with
polynomial deg 4 (94.63%), the SVM with linear kernel (94.35%), and
the logistic regression model (92.95%), see Table 2. This result can be
a reason to conclude that the SVM with the polynomial kernel deg 2
and the SVM with the rbf kernel are the outperforming models.

The 10-fold cross-validation tests show that the SVM the polynomial
kernel deg 3 produces the highest accuracy at 95.72% followed by
the SVM with the polynomial kernel deg 4 (95.67%), the SVM with
the rbf kernel (95.46%), the SVM with the polynomial kernel deg 2
(95.45%), the SVM(linear) (94.68%), and the logistic regression model
(93.35%), see Table 3. The conducted cross-validation shows that the
model performances slightly change when we randomly split the whole
dataset into another 70% training and 30% testing.

The ROC curve and the AUC value of each model shown in Fig. 6
confirm that the SVM with the rbf kernel outperforms the others for
both training and testing datasets. For the training dataset, it reaches
0.97734 of AUC followed by the SVM with the polynomial degree 2
(AUC = 0.97499), the SVM with the linear kernel (AUC = 0.95754), and
the logistic regression model (AUC = 0.96683). For the testing dataset,
the SVM with the rbf kernel shows 0.97313 of AUC followed by the
SVM with the polynomial degree 2 (AUC = 0.96904), the SVM with
the linear kernel (AUC = 0.95628), and the logistic regression model
(AUC = 0.96403). As a point on the ROC curve is the ordered pair of
true positive rate and false positive rate values for a given cut point
(decision value in the SVM case or probability value in the logistic
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Fig. 6. ROC curves for Test and Train data. The SVM with polynomial kernel deg 2 produces the highest AUC compared to other polynomial degrees.
regression case), a model with the AUC closer to 1 is a better model in
general since it implies that there is a cut point which gives the highest
value of the true positive rate and the lowest value of the false positive
rate. This reason leads us to conclude that the SVM with the rbf kernel
is the best method in general for generating a landslide susceptibility
map.

4.3. Identification of landslide-prone regions in the study area

According to all landslide susceptibility maps, elevation and slope
are the most contributing factors of landslides in this province. Both
factors highlight that more than 60% of landslide events had occurred
in Khao Luang mountain and low hills in the middle of this province
(elevation more than 300 m) with relatively high slope angle (more
than 30 degrees). Consequently, these regions are highly susceptible
to landslides, corresponded to field observations. Moreover, the litho-
logical factor is also important in triggering landslides. Most of the
landslides (more than 70%) were present in the granitic rock of Triassic
to Cretaceous age (light pink area in Fig. 1) due to high weathering and
erosion in this type of rock. Although the river basin areas in the east
part of this province are susceptible to erosion because of their low
elevation and destructive forces, they do not qualify as landslide-prone
areas.

However, the rise in landslide occurrences in mountainous regions
can be linked to a blend of environmental and anthropogenic fac-
tors. The heavy rainfall, particularly during the monsoon season can
saturate the soil and increase slope instability, leading to landslides.
The mountainous terrain is inherently prone to landslides due to steep
slopes, fragile geological formations, and tectonic activities. Defor-
estation and Land Use Changes, such as deforestation, urbanization,
and infrastructure development can disturb the natural balance of
ecosystems and increase landslide risk. Deforestation, in particular,
reduces vegetation cover, which plays a crucial role in stabilizing slopes
and preventing soil erosion. Rapid urbanization and unregulated land
development practices in Nakhon Si Thammarat may exacerbate land-
slide hazards by altering drainage patterns, destabilizing slopes, and
increasing surface runoff. Improper land use planning and construction
on vulnerable slopes can escalate landslide risks. The construction of
roads, highways, and other infrastructure projects in mountainous areas
can disrupt natural slopes, leading to slope failures and landslides.
Poorly designed or maintained infrastructure may exacerbate landslide
incidents in Nakhon Si Thammarat. Population growth in mountainous
regions of Nakhon Si Thammarat increases human exposure to landslide
hazards. Settlements located in landslide-prone areas are particularly
vulnerable, especially if adequate disaster preparedness measures are
lacking.
10
Over time, the evolution of these factors, coupled with changing
environmental conditions and human activities, has contributed to
the escalating trend of landslide incidents in Nakhon Si Thammarat.
Understanding these dynamics is crucial for implementing effective
risk reduction strategies, land use planning policies, and sustainable
development practices to reduce the effect of landslides on communities
and the environment.

4.4. Integrating landslide susceptibility models to existing risk management

The landslide susceptibility models (LSMs) generated for Nakhon
Si Thammarat can be integrated into existing risk management frame-
works or utilized by various stakeholders, such as government agen-
cies or local communities. Government agencies can use the LSMs
to point out highly susceptible areas prone to landslides and inte-
grating this data into land use planning processes. Zoning regulations
and development restrictions can be implemented to avoid construc-
tion in landslide-prone zones. LSMs can also inform decisions regard-
ing the planning, building, and upkeep of infrastructure projects like
roads, bridges, and buildings. Government agencies can prioritize in-
vestments in landslide mitigation measures for critical infrastructure
assets located in high-risk areas.

Furthermore, LSMs can raise awareness among local communi-
ties about landslide hazards and the factors contributing to suscep-
tibility. Educational programs and community workshops can em-
power residents to adopt proactive measures to mitigate risks, such as
slope stabilization techniques and evacuation plans. Local communities
can collaborate with government agencies and NGOs to implement
community-based adaptation measures based on LSM findings. This
may include reforestation efforts, watershed management initiatives,
and the establishment of early warning systems at the grassroots level.
By integrating LSMs into existing risk management frameworks and
engaging relevant stakeholders, Nakhon Si Thammarat can enhance its
resilience to landslide hazards and mitigate the socio-economic impacts
of landslide events effectively.

5. Conclusion

The results confirm that both logistic regression and SVM mod-
els are effective for predicting landslide susceptibility with over 93%
accuracy. The selected factors are based on literature reviews and
hypothesis testing. While SVM, especially with the rbf kernel, generally
outperforms logistic regression in accuracy, 10-fold cross-validation,
and AUC values, the difference in accuracy is less than 2%. Logistic
regression offers the advantage of hypothesis testing to understand
factor–response relationships. Among the SVM with different kernels,

the SVM with the rbf kernel performs better in many aspects. It shows
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the highest frequency ratio, the highest accuracy prediction on both
testing and training datasets, and the highest AUC value. However, the
SVM requires time-consuming parameter tuning for optimal accuracy,
because the parameters 𝐶 and 𝛾 need to be identified before solving the
uadratic optimization to achieve the SVM model with rbf kernel and
he additional identified degree for the polynomial kernel. The Python
odes of the tuning processes are shown in the supporting information
ection.

The insights from landslide susceptibility assessments in this region
an benefit other areas with similar challenges, such as Suratthani
rovince. Understanding the unique triggering factors in different re-
ions is crucial. Lessons learned here can help identify common trig-
ers, like heavy rainfall, geological instability, land use changes, and
uman activities, applicable to other areas. Validated LSMs support
and use planning, infrastructure development, and disaster risk man-
gement. Government agencies and stakeholders can use LSM out-
uts to prioritize interventions, implement preventive measures, and
nhance preparedness. Further research should improve LSM accu-
acy by incorporating additional data, exploring alternative modeling
echniques, and validating under various conditions. Integrating stake-
older feedback, field data, and robust validation will enhance the ac-
uracy, reliability, and relevance of LSMs for landslide risk assessment
nd management.
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