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A B S T R A C T

Given recent flood events in Indonesia, understanding the hydraulic dynamics in open channels, mirroring real-
world drainage and river scenarios, has become paramount. To address this, our research employs a numerical
model to simulate water flow in both regular and irregular open channels. Specifically, we utilize the Saint-
Venant Equations to explore fluid flow evolution in irregular channels. This model is solved numerically using
a staggered finite volume method. We complement our research with laboratory experiments and validate our
numerical model against the data collected. Furthermore, we cross-reference our numerical results with those
from HEC-RAS to examine the robustness and accuracy of our model in predicting water levels and velocities
under varying conditions. To deepen our understanding, we conduct sensitivity analyses that offer valuable
insights into the core factors influencing water levels and velocity. This knowledge provides a foundation for
practitioners to normalize rivers.
1. Introduction

Flooding remains a persistent and widespread issue in numerous
countries, stemming from a range of factors such as heavy rainfall,
blockages in drainage systems, river impediments, and dam failures, as
extensively documented in the works of Chang et al. (2011) and Khan
et al. (2022). Additionally, floods may arise from an excessive volume
of water exceeding a channel’s capacity, as pointed out by Natasha
et al. (2019). As such, gaining insights into the variability of a channel’s
physical and hydraulic characteristics is pivotal in the effective plan-
ning of flood management strategies, as underscored by Dubey et al.
(2021).

In flood management studies, it is customary to employ hydrolog-
ical system simulations to comprehend the dynamics of water levels,
discharge, and flow velocity. Various researchers, including Zhang
and Bao (2012), Gharbi et al. (2016), Kane et al. (2017), Retsinis
et al. (2018), Dasallas et al. (2019), Beyaztas et al. (2021), and Kay
et al. (2021), have delved into this endeavor. One-dimensional (1D)
hydraulic models represent one approach capable of solving equations
to yield flow velocity and depth for each section in the model, as
explained by Wang et al. (2022). However, 1D models are primarily
suitable for uniform and regular channel sections like rectangles, half
pipes, or trapezoids, failing to capture the complexity of natural rivers
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with their irregular shapes. Hence, this research is inspired by the need
to develop a mathematical model that can faithfully simulate water
flow in rivers with irregular channels.

There exist various mathematical models for studying fluid phe-
nomena, such as Boussinesq Type Equations (BTE), Potential Theory,
and Navier–Stokes Equations. The initial set of extended BTE, of-
ten referred to as the Standard Boussinesq Equations, were derived
by Peregrine (1967). These equations were developed under the as-
sumptions of weak non-linearity and frequency dispersion, primarily
applicable to relatively shallow waters due to the weak dispersion
assumption. Subsequent efforts to extend the validity and applicability
of these Standard Boussinesq Equations have greatly improved their
properties and usability, as seen in the works of Madsen and Sørensen
(1992) and Nwogu (1993). These equations have been widely em-
ployed by researchers to investigate fluid phenomena, as demonstrated
by Kazolea and Delis (2018), Forbes et al. (2022), Jing et al. (2015),
and Magdalena et al. (2023a). However, working with Boussinesq
Equations poses a challenge in handling higher-order terms. Poten-
tial Theory is not suitable for numerical studies of these phenomena,
primarily because they involve numerous equations. On the other
hand, Navier–Stokes Equations, as employed in Darrigol (2002), Wilcox
(2008), Menter (2009), Durbin (2018), and Sheng (2020), offer a
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Nomenclature

𝐴 Area of water
𝑏 Cross-section width
𝑔 Gravity
ℎ Height of water
𝑛𝑓 Manning coefficient
𝑃 Wet perimeter
𝑄 Water discharge
𝑅 Hydraulic radius
𝑆𝑓 Friction slope
𝑡 Time
𝑢 Water velocity
𝑥 Position
𝑦 Distance to bottom channel
𝑧 Cross-section slope

omprehensive model but come with a high computational cost, result-
ng in slower calculations. Therefore, in this research, we propose a
odel based on the Saint-Venant Equations. These equations provide

elatively straightforward solutions, both analytically and numerically,
s described by Magdalena et al. (2020), Magdalena et al. (2021c),
agdalena and Jonathan (2022), Magdalena et al. (2023b). Moreover,
orking with Saint-Venant Equations allows us the flexibility to mod-

fy channel configurations, cross-sections, and surface roughness. This
lexibility proves to be highly advantageous, especially in the context
f river management.

Research in the field of open channel flow using numerical meth-
ds has predominantly concentrated on regular channels. Various re-
earchers have adopted distinct numerical techniques, with examples
ncluding smoothed particle hydrodynamics employed by Chang et al.
2011) and Chang et al. (2014), WENO schemes utilized by Crnjaric-Zic
t al. (2004), Xing (2016), and Wang et al. (2019), lattice Boltz-
ann methods applied by Yang et al. (2017), and Q-schemes explored

y Castro et al. (2004) and Zhang and Bao (2012). Additionally,
ome researchers have employed the finite difference method, as seen
n the works of Retsinis et al. (2018) and Natasha et al. (2019).
owever, there is a limited body of literature that addresses the specific
hallenges of handling irregular channels that accommodate asymmet-
ical scenarios. In this study, we employ a Staggered Finite Volume
ethod to numerically solve the model. Additionally, we introduce the
iemann Sum Method for approximating the area of irregular channels
nd integrate the upwind scheme into our numerical framework. This
nnovative integration is a key feature of our research, enabling us to
ffectively simulate flow in irregular channels. Moreover, tackling the
ssue of absorbing boundary conditions, as discussed by Agoshkov et al.
1993) and Paz et al. (2009), necessitates expanding the spatial domain
o achieve viable solutions.

This paper is structured into five chapters for clarity and coherence.
he first chapter lays the foundation by introducing the background,
bjectives, methodology, and relevant literature. In the second chapter,
he focus shifts to an in-depth discussion of the Saint-Venant Equations
mployed in the model. The third chapter delves into the intricacies
f the numerical scheme adopted for solving these equations. Chapter
our undertakes comparisons of the results produced by our model
gainst the HEC-RAS application and experimental data. Finally, the
ifth chapter synthesizes the discussions within the study, offering
ecommendations for future research.

. Mathematical model

To analyze the water flow in an open channel, the Saint-Venant
quations, which consist of mass conservation and momentum balance
2

Fig. 1. Side view of the water channel.

equations, will be employed (Diaz et al., 2008; Litrico and Fromion,
2009). Eq. (1) represents mass conservation, which tells us that the rate
of fluid mass alteration within a given volume is directly proportional
to the net flow rate of fluid entering and exiting the cross-sections
located at points 𝑥1 and 𝑥2 (see Fig. 1). Meanwhile, Eq. (2) is the
momentum balance, which represents the forces exerted on the flow of
water within a channel, which are static compressive force and friction
force, resulting in the induction of acceleration.
𝜕𝐴
𝜕𝑡

+ 𝜕𝑄
𝜕𝑥

= 0. (1)

𝜕𝑄
𝜕𝑡

+ 𝜕𝑄𝑢
𝜕𝑥

+ 𝑔𝐴𝜕ℎ
𝜕𝑥

+ 𝑔𝑆𝑓 = 0. (2)

In Fig. 1, the variable 𝑥 denotes the spatial domain of the channel,
while 𝑄(𝑥, 𝑡) represents the water discharge, and ℎ(𝑥, 𝑡) signifies the
height of the water surface relative to the channel bottom. Both 𝑄(𝑥, 𝑡)
and ℎ(𝑥, 𝑡) are dependent on both time and spatial domain. The head-
on view of the channel’s cross-section is illustrated in Fig. 2, where
𝐴(𝑥, 𝑡) denotes the wet area, calculated from the channel bottom to the
water surface. The wet perimeter is symbolized as 𝑃 , representing the
circumference of the channel beneath the water surface. In accordance
with Eq. (2), the variable 𝑢 corresponds to water velocity, which is
contingent on both the spatial domain and time. Additionally, 𝑆𝑓 , as
computed by the methodology outlined by Brunner (2021), corresponds
to the friction slope of the channel and is calculated as follows:

𝑆𝑓 =
𝑢|𝑢|𝑛2𝑓
𝑅4∕3

. (3)

Here, we modify Eqs. (1) and (2) by substituting 𝑄(𝑥, 𝑡) = 𝐴(𝑥, 𝑡)
𝑢(𝑥, 𝑡) into the equations. Therefore, the following equations are ob-
tained:

𝐴𝑡 + (𝐴𝑢)𝑥 = 0. (4)

𝑢𝑡 + 𝑢𝑢𝑥 + 𝑔ℎ𝑥 + 𝑔𝑆𝑓 = 0. (5)

Solving the Saint-Venant Equations explicitly is impractical, as it
necessitates assumptions that do not accurately represent real-world
scenarios, as noted in the work by Sleigh and Goodwill (2000). Con-
sequently, the system of Eqs. (4) and (5) will be addressed through
numerical methods. The chosen numerical approach for solving this
system of equations is the Finite Volume on Staggered Grid Method.

3. Numerical scheme

The numerical schematic illustration is presented in Fig. 3. Sup-
posing there is a channel of length 𝐿, we define the spatial domain
[0, 𝐿]. Then, this spatial domain is partitioned into a grid where the
partition points are 𝑥 1 = 0, 𝑥 ,… , 𝑥 1 , 𝑥 , 𝑥 1 ,… , 𝑥 1 = 𝐿. The
2
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Fig. 2. Front view of the water channel.
Fig. 3. Illustration of the finite volume on staggered grid method.
number of partitions is written as 𝑁𝑥 = ⌊

𝐿
𝛥𝑥 ⌋ + 1, where 𝛥𝑥 represents

the length of each partition. Eq. (4) will be calculated on points labeled
[𝑥𝑖− 1

2
, 𝑥𝑖+ 1

2
], marked in blue, and Eq. (5) will be calculated on points

labeled [𝑥𝑖, 𝑥𝑖+1], marked in red. Here, we calculate 𝐴 and ℎ on the full
grid (𝑥𝑖), while 𝑢 and 𝑆𝑓 are calculated on the half grid (𝑥𝑖+ 1

2
). This

calculation is done in the spatial domain. Furthermore, the calculations
are also done for a defined amount of time 𝑇 , so that we can define the
time domain [0, 𝑇 ]. The time domain is partitioned into 𝑁𝑡 = ⌊

𝑇
𝛥𝑡 ⌋ + 1

points, where 𝛥𝑡 represents the numerical time step.
By using the Forward Time Centered Space (FTCS) method, Eqs. (4)

and (5) can be approximated by

𝐴𝑛+1
𝑖 − 𝐴𝑛

𝑖
𝛥𝑡

+
(𝐴𝑢)𝑛

𝑖+ 1
2

− (𝐴𝑢)𝑛
𝑖− 1

2

𝛥𝑥
= 0, (6)

𝑢𝑛+1
𝑖+ 1

2

− 𝑢𝑛
𝑖+ 1

2

𝛥𝑡
+ (𝑢𝑢𝑥)𝑛𝑖+ 1

2
+ 𝑔

ℎ𝑛+1𝑖+1 − ℎ𝑛+1𝑖

𝛥𝑥
+ 𝑔(𝑆𝑓 )𝑛𝑖+ 1

2
= 0, (7)

where 𝑖 represents the spatial index, and 𝑛 represents the time index.
Both indices are non-negative integers such that 𝐴𝑛

𝑖 , ℎ𝑛+1𝑖 , and 𝑢𝑛
𝑖+ 1

2

,
represent 𝐴(𝑥𝑖, 𝑡𝑛), ℎ(𝑥𝑖, 𝑡𝑛+1), and 𝑢(𝑥𝑖+ 1

2
, 𝑡𝑛), respectively.

Notice that in Eq. (6), the value of 𝐴 in the half grid is needed to
calculate (𝐴𝑢)𝑛

𝑖+ 1
2

, but the value is missing because 𝐴 is calculated on
the full grid. Therefore, we approach the required value of 𝐴 using the
first-order upwind method, which depends on water flow velocity. The
approximate value of 𝐴 is symbolized by ∗𝐴 as follows:

∗𝐴𝑛
𝑖+ 1

2
=

⎧

⎪

⎨

⎪

⎩

𝐴𝑛
𝑖 , 𝑢𝑛

𝑖+ 1
2

≥ 0,

𝐴𝑛
𝑖+1, 𝑢𝑛

𝑖+ 1
2

< 0.
(8)

By substituting ∗𝐴𝑛
𝑖+ 1

2

into Eq. (6) and simplifying the resulted
equation, we obtain:

𝐴𝑛+1
𝑖 = 𝐴𝑛

𝑖 −
𝛥𝑡
𝛥𝑥

(∗𝐴𝑛
𝑖+ 1

2
𝑢𝑛
𝑖+ 1

2
− ∗𝐴𝑛

𝑖− 1
2
𝑢𝑛
𝑖− 1

2
). (9)

Then, the obtained value of 𝐴𝑛+1
𝑖 will be converted to ℎ𝑛+1𝑖 by con-

sidering the shape of the channel’s cross-section. Eq. (5) contains the
nonlinear term 𝑢𝑢 . Therefore, we need to approximate the value of
3

𝑥

(𝑢𝑢𝑥)𝑛𝑖+ 1
2

in Eq. (7) by the following equation that was obtained from
the method proposed in Magdalena et al. (2021a):

(𝑢𝑢𝑥)𝑛𝑖+ 1
2
= 1

𝐴̄𝑛+1
𝑖+ 1

2

𝛥𝑥

(

(𝑄̄𝑛
𝑖+1

∗𝑢𝑛𝑖+1 − 𝑄̄𝑛
𝑖
∗𝑢𝑛𝑖 ) − 𝑢𝑛

𝑖+ 1
2
(𝑄̄𝑛

𝑖+1 − 𝑄̄𝑛
𝑖 )
)

, (10)

where:

𝐴̄𝑛+1
𝑖+ 1

2

=
𝐴𝑛+1
𝑖+1 + 𝐴𝑛+1

𝑖

2
, (11)

𝑄̄𝑛
𝑖 =

𝑄𝑛
𝑖+ 1

2

+𝑄𝑛
𝑖− 1

2

2
, (12)

𝑄𝑛
𝑖+ 1

2
= ∗𝐴𝑛

𝑖+ 1
2
𝑢𝑛
𝑖+ 1

2
, (13)

∗𝑢𝑛𝑖 =

⎧

⎪

⎨

⎪

⎩

𝑢𝑛
𝑖− 1

2

, 𝑄̄𝑛
𝑖 ≥ 0,

𝑢𝑛
𝑖+ 1

2

, 𝑄̄𝑛
𝑖 < 0.

(14)

By substituting the value of (𝑢𝑢𝑥)𝑛𝑖+ 1
2

in Eq. (10) to Eq. (7) and

simplifying the result for 𝑢𝑛+1
𝑖+ 1

2

, we obtain:

𝑢𝑛+1
𝑖+ 1

2

= 𝑢𝑛
𝑖+ 1

2
− 𝛥𝑡

𝐴̄𝑛+1
𝑖+ 1

2

𝛥𝑥

(

(𝑄̄𝑛
𝑖+1

∗𝑢𝑛𝑖+1 − 𝑄̄𝑛
𝑖
∗𝑢𝑛𝑖 ) − 𝑢𝑛

𝑖+ 1
2
(𝑄̄𝑛

𝑖+1 − 𝑄̄𝑛
𝑖 )
)

−
𝑔𝛥𝑡
𝛥𝑥

(ℎ𝑛+1𝑖+1 − ℎ𝑛+1𝑖 ) − 𝑔𝛥𝑡(𝑆𝑓 )𝑛𝑖+ 1
2
.

(15)

The calculation of (𝑆𝑓 )𝑛𝑖+ 1
2

will take into account the shape of the
channel’s cross-section. Eqs. (9) and (15) represent the discretized mass
conservation and momentum balance equations, respectively, which
will yield solutions for the variables ℎ and 𝑢. Since the numerical com-
putations are contingent on the shape of the channel’s cross-section, it is
essential to examine the model developed for both regular and irregular
channel sections.

3.1. Model for regular cross section

This research will scrutinize two distinct regular cross-sectional
shapes: a rectangular channel and a trapezoidal channel. Table 1 de-
lineates the method for computing the wet areas, wet perimeters, and
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Table 1
The formulas to determine wet areas, wet perimeters, and hydraulic radius of
rectangular and trapezoidal cross-sections.

Cross section Wet area
(𝐴)

Wet perimeter
(𝑃 )

Hydraulic
radius (𝑅)

𝑏ℎ 𝑏 + 2ℎ 𝑏ℎ
𝑏+2ℎ

(𝑏 + 𝑧ℎ)ℎ (𝑏 + 2ℎ)
√

1 + 𝑧2 (𝑏+𝑧ℎ)ℎ
(𝑏+2ℎ)

√

1+𝑧2

hydraulic radius, for both rectangular and trapezoidal channel cross-
section. Here, 𝑏 corresponds to the width of the channel’s bottom, ℎ
signifies the height of the water surface, and 𝑧 characterizes the side
slope in the case of a trapezoidal cross-section.

We can calculate the value of the water level by considering the wet
area in Table 1. For the case with a rectangular cross-section, the water
level follows

ℎ𝑛+1𝑖 =
𝐴𝑛+1
𝑖
𝑏

, (16)

while for the case of a trapezoidal cross-section, it follows

ℎ𝑛+1𝑖 =
𝐴𝑛+1
𝑖

𝑏 + 𝑧ℎ𝑛𝑖
. (17)

Next, the value of (𝑆𝑓 )𝑛𝑖+ 1
2

is calculated by considering the hydraulic
radius in Table 1 and Eq. (3). The discrete form of Eq. (3) is

(𝑆𝑓 )𝑛𝑖+ 1
2
=

𝑢𝑛
𝑖+ 1

2

|𝑢𝑛
𝑖+ 1

2

|𝑛2𝑓

(𝑅𝑛
𝑖+ 1

2

)4∕3
. (18)

For the rectangular cross-section, the following applies:

𝑅𝑛
𝑖+ 1

2
=

𝑏∗ℎ𝑛
𝑖+ 1

2

𝑏 + 2∗ℎ𝑛
𝑖+ 1

2

, (19)

whereas for the trapezoidal cross-section,

𝑅𝑛
𝑖+ 1

2
=

(𝑏 + 𝑧∗ℎ𝑛
𝑖+ 1

2
)∗ℎ𝑛

𝑖+ 1
2

(𝑏 + 2∗ℎ𝑛
𝑖+ 1

2

)
√

1 + 𝑧2
, (20)

where

∗ℎ𝑛
𝑖+ 1

2
=

⎧

⎪

⎨

⎪

⎩

ℎ𝑛𝑖 , 𝑢𝑛
𝑖+ 1

2

≥ 0,

ℎ𝑛𝑖+1, 𝑢𝑛
𝑖+ 1

2

< 0.
(21)

3.2. Model for irregular cross section

In the case of an irregular channel cross-section, it is not feasible to
obtain the exact formulas for directly calculating ℎ, 𝐴, and 𝑅, as is done
in the regular section approach. Instead, the Riemann Sum Partitioning
Method is employed. An illustration of this method is provided Fig. 4.

Suppose the objective is to solve the wet area of Fig. 4. The
approximation of this area is the sum of the areas of all rectangular
bands, which are symbolized by 𝐴1, 𝐴2, 𝐴3,… , 𝐴𝑗 ,… , 𝐴𝑁𝑝

. The number
of partitions is 𝑁 = 𝐵 , where 𝛥𝑏 is the partition width (bandwidth).
4

𝑝 𝛥𝑏
Suppose 𝑦𝑗 is the distance from the 𝑗𝑡ℎ partitioned channel cross-section
to the bottom of the channel. Then,

ℎ =
𝐴
𝛥𝑏 + 𝑦1 + 𝑦2 + 𝑦3 +⋯ + 𝑦𝑁𝑝

𝑁𝑝
. (22)

The equation for calculating ℎ for an irregular cross-sectional channel
is

ℎ𝑛+1𝑖 = 1
𝑁𝑝

⎛

⎜

⎜

⎝

𝐴𝑛+1
𝑖
𝛥𝑏

+
𝑁𝑝
∑

𝑗=1
𝑦𝑗
⎞

⎟

⎟

⎠

. (23)

Next, to calculate the value of 𝑆𝑓 , we need the value of the hy-
draulic radius (𝑅). Since the channel’s cross section is irregular, we
can use the formula (𝑤𝑒𝑡 𝑎𝑟𝑒𝑎)∕(𝑤𝑒𝑡 𝑝𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟) to calculate the hydraulic
radius. The wet area (𝐴) can be found using the equation that is also
obtained from the above explanation, read as

𝐴𝑛
𝑖+ 1

2
= 𝛥𝑏

⎛

⎜

⎜

⎝

𝑁𝑝
∑

𝑗=1
(∗ ℎ𝑛

𝑖+ 1
2
− 𝑦𝑗 )

⎞

⎟

⎟

⎠

. (24)

The wet perimeter (𝑃 ) can be calculated using the following equation:

𝑃 𝑛
𝑖+ 1

2
= 2∗ℎ𝑛

𝑖+ 1
2
− 𝑦1 − 𝑦𝑁𝑝

+ 𝑃1 + 𝑃2 + 𝑃3 + 𝑃4, (25)

where

𝑃1 =
⎛

⎜

⎜

⎝

𝑁𝑝
∑

𝑗=1,𝑦𝑗≥𝑦𝑗−1 𝑎𝑛𝑑 𝑦𝑗≥𝑦𝑗+1

(𝛥𝑏)
⎞

⎟

⎟

⎠

, (26)

𝑃2 =
⎛

⎜

⎜

⎝

𝑁𝑝
∑

𝑗=1,𝑦𝑗<𝑦𝑗−1 𝑎𝑛𝑑 𝑦𝑗≥𝑦𝑗+1

(𝛥𝑏 − 𝑦𝑗 + 𝑦𝑗−1)
⎞

⎟

⎟

⎠

, (27)

𝑃3 =
⎛

⎜

⎜

⎝

𝑁𝑝
∑

𝑗=1,𝑦𝑗≥𝑦𝑗−1 𝑎𝑛𝑑 𝑦𝑗<𝑦𝑗+1

(𝛥𝑏 − 𝑦𝑗 + 𝑦𝑗+1)
⎞

⎟

⎟

⎠

, (28)

𝑃4 =
⎛

⎜

⎜

⎝

𝑁𝑝
∑

𝑗=1,𝑦𝑗<𝑦𝑗−1 𝑎𝑛𝑑 𝑦𝑗<𝑦𝑗+1

(𝛥𝑏 − 2𝑦𝑗 + 𝑦𝑗−1 + 𝑦𝑗+1)
⎞

⎟

⎟

⎠

. (29)

Therefore, the equation for discretized hydraulic radius is

𝑅𝑛
𝑖+ 1

2
=

𝐴𝑛
𝑖+ 1

2

𝑃 𝑛
𝑖+ 1

2

. (30)

The formulated numerical scheme is then converted into a program
code developed in MATLAB to conduct several simulations. To validate
the scheme’s accuracy and performance, the results of these simulations
are then compared with both laboratory experiments and the HEC-RAS
application.

4. Experiment and result

4.1. Comparisons against experimental data

The experiments were conducted at the Water Resources Engineer-
ing Laboratory, Bandung Institute of Technology, Bandung, Indonesia,
using a rectangular flume of 7.5 cm wide, 600 cm long, and 24 cm
high, as depicted in Fig. 5. In addition, a pitot tube was employed
to measure the upstream water discharge. The water flow simulations
were captured using a camera, and the numerical data generated by
HEC-RAS was extracted through the utilization of CurveSnap software.
The observation area covered the range of 0–132 cm measured from the
upstream. Two scenarios were included in the experiments: the first
involved creating a blockage at the flume’s downstream end, which
generated a reflected wave, and the second scenario entailed the free
flow downstream.



Journal of King Saud University - Science 36 (2024) 103237I. Magdalena et al.
Fig. 4. Illustration of the Riemann Sum Partitioning Method.
Fig. 5. The rectangular wave flume used in the experiments.

4.1.1. The first simulation case
During the initial simulation, the wave pump was operated for 15

seconds to initiate water flow. Subsequently, the pump was deactivated
for 7 seconds. Using the pitot tube, the water discharge at the upstream-
end was recorded at 13.288 cm3∕s over the first 15 seconds. The initial
water surface level was set at 6 cm. The blockage was positioned
at a distance of 587, 5 cm from the upstream-end. Consequently, the
parameters for the numerical scheme are as follows:

• 𝛥𝑥 = 20 cm
• 𝛥𝑡 = 0.01 s
• 𝛥𝑏 = 0.075 cm
• 𝑔 = 981 cm∕s2

• 𝑛𝑓 = 0.005
• Upstream boundary condition:

𝑢𝑡0 =

{

13.288, 𝑡 ≤ 15,
1.5, 15 < 𝑡 ≤ 22.

(31)

• Downstream boundary condition:

𝑢𝑡
𝑁𝑥+

1
2
= 0, 𝑡 > 0. (32)

4.1.2. The second simulation case
For the second simulation, the wave pump was operated contin-

uously for 60 seconds without any interruption. Consequently, the
upstream water discharge remained at a constant rate of 13.288 cm3∕s
throughout the entire duration. The initial water surface level, 𝛥𝑥, 𝛥𝑡,
𝛥𝑏, 𝑔, and 𝑛𝑓 , were maintained the same as in the first simulation.
Additionally, the following parameters are applicable for this second
scenario:
5

• Upstream boundary condition:

𝑢𝑡0 = 13.288, 𝑡 > 0. (33)

• The downstream boundary condition for free flow is constructed
by extending the spatial domain with a large value.

After we got the experimental data, we conducted numerical simu-
lations in MATLAB with the same parameters as the experiment and
compared both results. Fig. 6 illustrates that both the irregular and
regular models yield highly satisfactory results, a finding that aligns
well with the experimental data. The water levels generated by both
the irregular and regular models exhibit a consistent and similar trend
when compared to the water levels observed during the experiments.
Moreover, the water level values in the irregular model consistently
match those of the regular model. Consequently, it can be deduced that
the irregular model has been effectively calibrated and can be deemed
reliable for addressing analogous scenarios. In addition, based on the
results of the experiments, it was observed that the model’s parameters
cannot be excessively small. To address this issue, we converted all
parameter units to the C.G.S. unit system in order to yield larger values.
Additionally, our findings indicate a tendency for the time step (𝛥𝑡) to
be smaller than the spatial step (𝛥𝑥).

4.2. Comparisons against the results from HEC-RAS

In addition to the previous validation efforts, comparisons between
the results of our model and those of HEC-RAS software have been
carried out. The overarching simulation scheme encompasses water
flowing from upstream to downstream with a specific discharge rate,
covering a channel with a length of 10000 m over a duration of 2 h.
The Manning coefficient assigned to the channel is 0.02. This section
will focus on the evaluation of three different channel’s cross-sections:
a trapezoidal channel, and two distinct irregular channels, as depicted
in Fig. 7.

4.2.1. Trapezoidal channel
The configuration and dimensions of this cross-section are depicted

in Fig. 7(a). The initial water level is set at 8.5 m. The upstream
boundary condition is gradually increased from 300 m3∕s to 500 m3∕s,
and the downstream boundary condition is held constant at 200 m3∕s.
The results and the comparative analysis between the irregular model,
regular model, and HEC-RAS are presented in Fig. 8(a).

4.2.2. First irregular channel
The shape and dimensions of the first irregular cross-section are

visualized in Fig. 7(b). The initial water level stands at 474 meters. The
upstream boundary condition is incrementally raised from 20m3∕s to
40m3∕s during the first hour, and then gradually decreased to 30m3∕s
in the second hour. The downstream boundary condition remains con-
stant at 0m3∕s. As there is no exact formula for calculating the area of
an irregular shape, the irregular model is exclusively used in this case.
The results and the comparative analysis between the irregular model
and HEC-RAS can be found in Fig. 8(b).
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Fig. 6. Comparisons between the simulation results and experimental data for the first (left) and second (right) case.
Fig. 7. Front view of the assessed channels.
4.2.3. Second irregular channel
The configuration and dimensions of the second irregular cross-

section are shown in Fig. 7(c). The initial water level is set at 373
meters. The upstream boundary condition is progressively increased
from 185m3∕s to 441m3∕s in the first hour, and then gradually de-
creased to 263m3∕s in the second hour. The downstream boundary
condition is maintained at a constant rate of 189m3∕s. In this case,
only the irregular model is employed, given the absence of an exact
formula for determining the area of an irregular shape. The results and
the comparative analysis between the irregular model and HEC-RAS are
displayed in Fig. 8(c).

Fig. 8(a) demonstrates that both the regular and irregular models
align closely with the results obtained from HEC-RAS in the case of
the trapezoidal cross-section, although minor differences in water levels
are apparent during the first hour. Furthermore, it is noteworthy that
the irregular model consistently produces results matching those of
the regular model, affirming the adequacy of the irregular model’s
approximation for the trapezoidal cross-section.

Figs. 8(b) and 8(c) reveal that for the complex cross-sectional chan-
nels, the irregular model provides satisfactory results when compared
to HEC-RAS, with only slight disparities in water levels between the
irregular model and HEC-RAS. These observations collectively indicate
that the irregular model is a dependable and credible tool for modeling
water flow in irregular channels.

From these comparisons, we notice that the values of parameters
𝛥𝑥, 𝛥𝑡, and 𝛥𝑏, have important roles in the results of our model. These
6

parameters affect the computation time and stability condition. We use
a trial-and-error method to define the value of 𝛥𝑥 and 𝛥𝑡 based on
the Courant–Friedrichs–Lewy condition for Eqs. (4) and (5), which is
√

𝑔ℎ𝑚𝑎𝑥
𝛥𝑡
𝛥𝑥 (Magdalena et al., 2021b). For 𝛥𝑏, we can use the smallest

possible value as long as it does not take a long calculation time. Once
the model has an optimal value for 𝛥𝑥, 𝛥𝑡, and 𝛥𝑏, we can get a good
enough result, as explained above. Unfortunately, this model has a
limitation; not all cases can be simulated by it. For example, when the
initial water level value is very small but the incoming water discharge
is very large, the model becomes unstable. For this case, we suggest
doing a further comparison to another model like HEC-RAS.

4.3. Sensitivity analysis of upstream water flow velocity to average water
level at the end of simulation

In this section, we explore the relationship between a given con-
stant, upstream water flow velocity, and the average water level at the
end of the simulation. We conduct multiple simulations with different
upstream boundary conditions, all the while maintaining the shape of
the channel’s cross-section as discussed in Section 4.2. The general sim-
ulation scheme and parameters remain consistent with those outlined
in Section 4.2 for each cross-section shape. The only varied parameters
are the upstream boundary conditions, while the downstream boundary
conditions are consistently set to 0 m3∕s, implying that the downstream
is closed, as in the first case of the laboratory experiment.
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Fig. 8. Comparisons between the results generated by the developed model and HEC-RAS in various types of channels.
Fig. 9. The relationship of upstream water flow velocity with the average water level at the end of the simulation in various type of channels.
The upstream boundary condition in each case is varied within the
range of [100, 600]m3∕s for the trapezoidal channel, [10, 60]m3∕s for
the first irregular channel, and [100, 550]m3∕s for the second irregular
channel. After each simulation, we calculate the average water level
in the upstream, middle, and downstream areas of the channel. The
upstream water flow velocity is then determined by dividing the given
discharge value by the initial wet area. The graphical representations of
the relationship between upstream water flow velocity and the average
water level at the end of the simulation can be found in Fig. 9.

As depicted in Fig. 9, the relationship between the upstream water
flow velocity and the average water level at the end of the simulation
exhibits a linear pattern for a given slope. This linearity signifies that
the increment in upstream water flow velocity corresponds directly
to an increase in water level at the end of the simulation. Further-
more, it is evident that the channel’s geometry influences the rate at
7

which water level rises; when the water channel area is smaller, the
relationship between the increment in water level and the increase in
upstream water flow velocity becomes steeper. In essence, the smaller
the channel’s cross-sectional area, the more pronounced the effect of
varying upstream water flow velocity on water level.

5. Conclusions

The numerical model we proposed based on the Saint-Venant Equa-
tions excels at replicating real-world conditions, showcasing its efficacy
in comparison to experimental data. Furthermore, when evaluated
against HEC-RAS software, our model consistently yields highly com-
patible outcomes, characterized by minimal discrepancies in water
level. The unique advantage of the irregular model lies in its adaptabil-
ity to a diverse array of cross-sectional geometries. When equipped with
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coordinate data for cross-sectional geometry, it readily accommodates
the modeling of rivers or channels of virtually any shape. Additionally,
our model is well-suited to investigate scenarios in which fluctuations
in water discharge substantially affect watershed flooding, a dynamic
that can be observed by manipulating water discharge values over the
course of the simulations. Lastly, sensitivity analysis elucidates that
a closed downstream area invariably results in a linear relationship
between upstream water flow velocity and water level at the end of
the simulation.

Our findings demonstrate that the water level in an open channel is
influenced by several key factors, including water discharge, channel’s
slope, friction, the initial water level, and the cross-sectional geometry
of the channel. However, it is noteworthy that the primary factor
affecting water level is water velocity, which is derived from the
relationship between water discharge and wet area (𝑄 = 𝐴𝑢). This
s evident in the results of the first irregular channel case, where the
iven water discharge is smaller compared to other cases, but the rise in
ater level is closely parallel to that of other cases with smaller cross-

ectional areas. Hence, when the wet area is reduced, the increase in
ater level occurs more rapidly.
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