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In this paper, we provide an algorithm for verifying the validity of identities of the form 3, _ -callXa I? =0,

where x4 = Y";.,% and n = {1,---,n} in inner-product spaces. Such algorithm is used to verify the valid-

ity, in inner-product spaces, for a number of identities. These include a generalization of the paral-

lelepiped law. We also show that such identities hold only in inner-product spaces. Thus, the

algorithm can be used to deduce characterizations of inner-product spaces.
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1. Introduction

Throughout this paper, let I be an index set, and {x; : i € [} be a
subset of elements of a vector space H. For AC I denote by x, the

sum of vectors x;,i € A. i.e. x4 = > ;4% The notation n is used to
denote the set {1,2,---,n}. For a finite set A, we use |A| to denote
the cardinality of A, and the standard notation for binomial coeffi-
cients, (}) = n!/(k!(n — k)!) is used.

The algorithm given in Theorem 2.3 is meant to test the
validity of identities of the form ZACHCAHXAHZ:O in inner-
product spaces by converting the verification of such an identity
to verifying numerical equalities. The algorithm is illustrated in
Section 3 by using it to derive several identities. Notable among
these results is a generalization of the parallelepiped law, which
is deduced, in Corollary 3.5, from a more general result. In
Section 4, we prove that all the identities that can be verified
by this algorithm only hold in inner-product spaces. Thus, the
algorithm can be used to derive characterizations of norms
defined by an inner product. This is the application chosen for
discussion in the paper.

Abbreviations: WLOG, Without loss of generality.
E-mail address: msalnuwairan@kfu.edu.sa
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Investigating norm identities that are satisfied only by norms
induced by inner products dates back to the late 19th century
(see Amir, 1986, Introduction). Fréchet, 1935 showed that a
normed space is an inner product space if and only if

X+y-+2* =[x +YI* = Ix+2|* =y +2° + x]* + ly)* + [12]* = 0
(1)

Jordan and von Neumann, 1935 showed that the norm is
induced by an inner product if and only if the parallelogram law

lx + YII> + [1x = yII* = 2|Ix[* + 2[ly]® (2)

holds for all x, y. For a proof of Jordan and von Neumann’s result
see [stratescu (1987), Theorem 4.3.6. The study of characteriza-
tions of inner-product spaces continue to be an active field (see
e.g. Adamek 2020; Chelidze 2004; Dadipour and Moslehian 2010;
Mendoza and Pakhrou, 2003). The author hopes that the algorithm
presented here will lead to new characterization like the ones
given in Corollary 4.5.

This paper is self-contained, the only results needed are the Jor-
dan and von Neumann characterization mentioned above and a
Lemma due to Fréchet on finite difference (see e.g. Amir 1986 Lem-
mas 1.1, 1.2 or Reznick, 1978, Lemma 1). We give a proof of this
lemma below

Lemma 1.1:. Forn > 1,

let F, = {f :R—R:f is locally integrable and > (Z)

(=1)"*f(r + ks) = OV(r,s) € RZ}. The following statements hold:
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This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1) For n > 1 every function in F, is infinitely differentiable.

2)Ifn>1andf c€F, thenf’ cFyq.
3) For n > 1 every function in F, is a polynomial of degree less
than n.

Proof:. 1) Assume n>1 and that f € F,. Thus, 0= ZQZO(Z>

(=1)"*f(r + ks) for all (r,s) € R%. Moving the k = 0 term to the left
side of the equality and multiplying by (—1)""!

f0 =3 ()0 4k

k=1

, we obtain

Take ¢ a C*-function on R with support in [-1,1] such that
Jx ¢ = 1. By multiplying the above equality by ¢(s) and integrating

with respect to s, we obtain f(r) =37}, (Z)(—l)”"lpk(r) where
Wi(r) = [ f(

a>r+k
dx X —1\ dx
Vilr) / fx) k k [,a‘a]f (X)d)( k ) k

Repeated differentiation under the integral sign, which is justi-
fiable by the dominated convergence theorem, and the mean value
theorem, we have that y, is infinitely differentiable with

(r + ks)¢(s)ds. Substituting x = r + ks, s = yields, for

r\ dx
)= [0 g o () o m =0
Thus, f is infinitely differentiable.
2) By assumption, we have

> koo ( Z > (=1)"*f(r + ks) = 0 for all (r,s) € R?.
Differentiating both sides with respect to s yields

0 §:< ) 1" *kf'(r + ks) _n§:<”*}> 1)K (r 4 ks)

Summing over | = k — 1 and dividing by n, the last expression
becomes

/n—-1
_ln—l—l/ I+1 -0
(")t sasng

Given ri,s € R,
obtain

ﬁé(";1>p4r44'al+k)

1=0

drm l//"

substituting r = r; — s in the last identity, we

Since ry, s are arbitrary, then f’ € Fn_q.

3) By induction on n > 1. For n = 1, the identity defining F; is
—f(r) + f(r +s) = 0 for all r,s which clearly implies that f is a con-
stant, i.e., a polynomial of degree less than 1. Suppose n > 1, the
result is true for n — 1, and that f € F,. Using 2) we have f is a poly-
nomial of degree less than n — 1, so by integration, f is a polyno-
mial of degree less than n. |l

2. A test for a class of norm identities in inner product Spaces.

In this section, a test that can be used to verify the validity of
certain identities in inner product spaces is provided. Recall the
familiar identity for inner product norms

I+ yI* = [xI* + |¥]I* + 2Re(x.y) 3)
Or equivalently

2Re(x,y) = |x +yII* — [x]* — Iyl (4)
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Theorem 2.1:. Let H be an inner product space, and x1,X,, - - -
elements in ‘H. The equality

,Xn be

X1 + X2 + - - - + Xn||

2= e Il = (=237 xl? (5)

holds for all positive integer n > 2.

Proof:. By induction on n. For n=2 the equality is simply
%1 + x2/|* = [|x1 + X2||°. Suppose the equality holds for n then, from

(3)
%1+ %2 + -+ X | = X1 + X2+ - 4 Xal|* + [Xnsa ||
+2Re(Xq + -+ -+ Xn, Xn 1) (6)
But
n

2Re(X1 + -+ Xn, Xni1) = > . 2Re(Xi, Xp,1)

- 2 2 2
=3 (I xaall? = Il = iaal?) (7)

i=1

>

|A|=2, ACn+1,n+1€A

n
2 2 2
[1Xall —ZHXI'H = N[Xn.1]|
i-1
By induction hypothesis, we have

Y Il - (n-2

|Al=2ACn

2
X1+ %0 + o+ X [P =

Z 1| (8)

Substituting (7) and (8) in

> Il —(n—2

JAl=2AC n

(6), we obtain

ZHX:H )

Hm+b+m+%ﬂﬁz(

2
+ |[Xn 1]

(s

|AI=2, ACn+ln+lcA

n
2 2 2
[xall” = I1xl] ”IXnﬂll)
i-1

n+1

[1Xal > = (n = 1)) [|xil >
i=1

Thus, the relation (5) is true for n + 1. By induction, (5) is true
for all n € N,n>2

By using Theorem 2.1 to substitute for ||x4]|* where |A| > 2, the
equal expression
2)> " IIxll?

> llxsl® = (1Al -

|B|I=2,.BCA icA

-z

|A]=2, ACn+1

any identity of the form S cal[xa||* = O can be converted to an
ACn

identity of the form

> agllxl?=0

BC n,1<|B|<2

Thus, testing the validity of the identity 3 ca||xa||* = 0 is trans-

ACn
formed into testing the validity of the equivalent identity
ST agl[xs||* = 0. The verification of the latter identity can
BC n,1<|B|<2
be reduced to verifying that all its coefficients are zero as shown
by the following Lemma.
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Lemma 2.2:. Let H be an inner product space of dimension at least
two. The identity ZBC a 1<‘B‘<2aB||XBH2 =0 holdsfor all X1, -, Xn € H

if and only if ag = 0 for all BC n with 1 < |B| <

Proof:. (<) Clearly if ag = O for all BC n with 1 < |B| < 2, then

S5 n1<p2slXs]” =0 for all x;, -, x, € H

(=) Suppose that >

BC n,1<|B|<2
Pick u,veH orthogonal unit vectors. For 0<60<2m let
uy = cosOu + sinfv. For 1 <i#j<n, let x; =u,xj=uy and x, =0
for k e nleft{i,j}.

Since ||u + uy||> = 2 + 2cos0 we have

= 2
0= ZBQ n .15\3\9‘13”9‘8“

= Zkéma{i_k} + Zkg{ij}a{j‘k} + Qgijy (2 + 2cos0) + gy + gy

Choose 64,0, € [0,2m] with cosf;##cos6,, subtract the above
equality at 0 =0, from the same equality at 0 = 0; to obtain
a;j = 0. Since i#j were arbitrary elements of n , we obtain that
ag = 0 for all BC n with |B| = 2. Using this and our assumption of
the validity of the identity, we obtain 0 = ngn_lg‘g‘gzagﬂxgnz =
S ag il
and x; = 0 for j#i in the last identity to get

2 n 2
0= ZBQ na1§\B\§zaB”XBH - ZHGU}HX]-H = iy

Since 1 <i<n was arbitrary, then ag =0 for all BC n with
Bj=1.1

The following Theorem uses Theorem 2.1 and a modified ver-
sion of Lemma 2.2 to test validity of identities of the form
S call x4 ||* = 0. The modification allows us to avoid the need to
ACn
compute ap for *
the validity test.

agl| xg ||* =0 for all x,---,%, € H.

2, Finally, for each 1 < i < n, take x; to be a unit vector

with |B| = 1 which simplifies the application of

Theorem 2.3:. Let H be an inner product space of dimension at least
two. Given an expression -, - .CallXal|", let ZBQ;JS‘B‘Q&BHXBH be

the result of replacing ||x4||> where |A| > 2 by

> pascalXel’ = (A =23 Ixi]?
The identity 3, ncBHxBHZ = 0 holds if and only if

1) ag = 0 for all BC n with |[B| =2, and
2) For each unit vector u € H, and for each 1 <i<n, if x, =u
and x; =0 for j#i then for this choice of x,’ s we have

> callxa P =0,

Acn

Proof:. (=)If the holds  then
> e n,1g\3\gzals\|x8|\2 = 0 is also an identity, so by Lemma 2.2, we have
ag=0 for all BCn with 1<|B|<2 . ie. 1) holds. Since

Ysc HCBHXBHZ = 0 holds for any choice of values of the x;’s, 2) also
holds.

identity Y5 acsllxs]* =0

(&)Assume 1) and 2) hold, and u be any unit vector in #, for
each 1 <i<n,let x; = u and x; = O for j#i then from 2)
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2
0= ng o Callxsl|” =

where we have used 1) in the second equality. Since 1 <i<n
was arbitrary, we have az =0 for all BC n with 1= |B|. This
together with 1) gives us that az =0 forallBC n,1 < |B| < 2. Thus
s aColIXsl* = Spc 51-p<2G8llXs]|* = O is an identity. m

2 2
ZB; n*,lg\s\gzaBHXBH - ZBQ n*.l:\B\aBHxBH = Ay

3. Some deduced identities

In this section, we provide some example applications of Theo-
rem 2.3. For future reference we have listed the identities as Lem-
mas rather than examples.

Lemma 3.1:. Let H be an inner product space. The identity

n-— 2 n-2 n 2
(P LR SN 1 o e B
©)

holds for all n > k > 2 and all x;,---,x, € H.

Proof:. We start by converting the identity in (9) to one with zero on
one of the sides to get

n—2 5 5 n-2 n 2
(kg sl = 30 i+ (5 ) Sl =0
(10)
Using Theorem 2.1 to replace ||x4||* for each AC n with |A| = k
by the equivalent expression 37 sscallXsll’ = (k= 2)S X1

and replace ||X1 o +XHH by Z‘B‘zzvgg EHXB” - (n - )Zi:l Hle
converts the left hand side of (10) to

<k— )(Z\B\ 2BCn I%sl|* ~ (n — 2)2,11\\?@”2)
S panen (Cancaloll == 23 i) + (27500

(11)

By writing (11) in the form ngﬁ,lg\s\gz‘13||"8“2' we get for a set B
of size 2,

s = (k—) Z\A\ kBCACn

The number of k-subset A C 11 containing B is equal to the num-

ber of (k — 2)-subsets C of 1/B so is <k %) Thus for BC 71 of car-

dinality 2,

0 — n-2 _(n- 2\ 0
P k-2 k-2)
giving us that condition (1) of Theorem 2.3. To verify condition
(2), let u to be a unit vector, foreach 1 <i<n,letx;=uandx; =0

for ij € n, then substituting this choice of x;’s in the left hand side
of (10) (our original identity), the equation in (10) becomes

n-—2 n-1 N n-2 _0
k—2 k—1 k—1) "
The middle term in the above equation was computed by noting

that ||xa||* = 1 if i € Aand 0 otherwise, and that the number of k-
subsets ACn containing {i} is equal to the number of (k —1)-
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subsets of n\{i} which is (Z: } ) By a well-known recurrence
relation for the binomial coefficients (note k > 2) condition (2) also
holds. ®

Lemma 3.2:. Let H be an inner product space of dimension at least 2.
Forn >3 and xq,---,x, in H, we have

Zlc n-

1) x | = (12)

Proof:. Splitting the sum in (12) into a sum over |I| > 2 and a second

sum over |I| = 1, then using Theorem 2.1, to substitute for ||x;||* in the
first sum, the LHS of (12) becomes

Zlcn m>2 s (Z\B\ 2BCl Ixell” — (1) - )Ziel|‘xi|‘2>
Z,Cn i<t 1)l (13)
Let us write (13) in the form
Tc n-1<ipj<205]Xs ]

For a set B with |B|

of sets IC n of cardinality k containing B equals the number of
ways of choosing the k — 2 elements of I|B from the n — 2 elements
of n\B, this sum is

b= (- <k_2> = TQ(f(—l)’("jZ) =(1-1)"*=0

So, condition 1) of Theorem 2.3 is satisfied. To verify condition
(2), let u be a unit vector, for each 1 <i<nletx;=uand x;=0
for j#i. By substituting this choice in (12), as the number of sets
Ic 7 containing i and of cardinality k is ({-]), we have

\1\ n-1
Zlcn* Zlgn*,iel( Zk 1 < _]>
=—(1-1)""'=0
Thus condition (2) holds.

=2, we have ag = ", 5(~1)"". As the number

D

Remark 3.3:. For1 <i<n,lete; € {1,-1}and] = {k: €, =1} then

€%, + €2%, + -+ + € |12 = [ — x4

2 2 2
= 2|17+ 2[xll” = 1% + il
2 2 2
= 2[117 4+ 2(2ll* — I "

This gives us a test for identities of the form

a,z

€1,,6,€{1,-1}

2
llex;, + €%, + - + €y, | =0

I={iy.ip i} © ™

(where the inner sum is over all possible choices of signs
€1, -+, €) Indeed, the above identity can be transformed to the
form

_ 2
O_Zlgn a’ngHXf = xil|
2 2 2
=3 ad, (2P + 20— )

which has the form that can be verified using Theorem 2.3.
The test for verifying such identities is given in Theorem 3.4.
Corollary 3.5 uses this test to prove the parallelepiped law. Namely

)DIED DR C VA

1<iy<ip<-<ip<n €1,,6,{1,-1}

€1, +ExX;, + -+ €, [|* =0

(14)
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Theorem 3.4:. Let H be an inner-product space of dimension at least
2. For each n > 2, ay,---,a, fixed real numbers, and J C P(n). If
ar = [];a; for I C nthen

0= Zleja,zjg\\x, —x|*=0 (15)
holds for all xq,---

0= > 2'q
{legand iel}

,X, in H if and only if for each i € n,

Proof:. As in Remark 3.3, we have

0= Z,eyalzjg,\\xj -x?
= >, (2 + 20— ) (16)

For I fixed and J, CI, the square norm ||, ||* occurs (with a fac-
tor of 2) twice in the inner sum on the RHS of (16) (once when

J =J; and the other when J = I{J;) while the —||x||* occurs 2 times
in the inner sum (once for each J CI) Thus, the RHS of (16) is

2 iy 112
Z]‘le]H Z{lej;lg/}a’ - Zleyalz el

So, the equality in (16) becomes

0= 40> @) %P =3, a2 i) (17)

Using Theorem 2.1 to substitute for ||x,||* and ||| in (17), we
get that for each B a subset of 11 of cardinality 2,

ZBC]C n- Z{leyu} Z{IEJDB}

The first sum is

ZBg]gleJ4a1 = ZBgleJ4a’ZBg]gl1

As the sets | satisfying BC J C I are in bijective correspondence
with the subsets of I the number of the former is 2" = 2/"~2 | thus

_ -2 _ 1 _
ag = ZBglejz 4q; ZBgleJalz =0

So, condition (1) of Theorem 2.3 is satisfied. Therefore (16)
holds if and only if condition (1) of Theorem 2.3 holds. Hence, it
suffices to show that in this case condition (2) of Theorem 2.3 is
equivalent to the condition in Theorem 3.4. Let u be a unit vector.
For 1 <i < nletx; = uandx; = O for j#i . With this choice of values
for the x,s

For J CI that ||x, — x||* = 0 if i ¢ I, and if i € I, we have

xilif ie
|x,x,||2:{ e
l=xl? it i)

in either case ||x; — x/||* = ||x;||* = 1. Thus

Zle]a’Z]QIHXJ *XIHZ = Z{le]; iel}Z]g[l = Z{le]; iEl}z\l\a’

proving the desired equivalence. [

Corollary 3.5:. Let H be an inner-product space of dimension at least

2. Foreachn > 2, xq,---,X, in H and real numbers ay, - - -, ay, if there
are i#j such that a; = a; = —1/2 then
n
1<iy<ip<--<ip<n
2
x> X, + €y 4o + €| (18)

€1,,6,{1,-1}
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Proof:. As in Remark 3.3, the equation in (18) can be rewritten as
2
0= Zlep(n )alZ]gI”X] —xif
where, as in Theorem 3.4, a; =], a;. This is just (15) with
J= p(ﬁ). Thus, by Theorem 3.4, the identity holds if and only if

for eachien, 3, .2"a = 0. For each k € n, let ¢, = 2ay, then
the validity test for our identity can be rewritten as follows:
foreach1<i<n,

Zielg G = Ciz:g n-lefeit &1 =

For a nonempty index set J, by an easy induction on the cardi-
nality of J, we get that

Zlgq = H(l +q)

lef

Thus, the condition of Theorem 3.4 becomes, for eachi € n
2a]],,(1+2a)=0

Which always hold if there are two distinct indices i#j so that
ag=a=—-11
1 J 2
Note that factoring out 2" from (14), it becomes a special case of
Corollary 3.4 wherea; =a; =---=a, = -1/2.

4. Sufficient conditions for an inner product

In the previous sections we examined identities that follow
from the norm being derived from an inner product. In this section,
we show that any such identity (any identity of the form
Sac HCAHXAHz = 0) implies that the norm is derived from an inner
proauct. The proof is divided into two lemmas.

Lemma 4.1:. Let H be a normed spaced.

1) If some identity of the form > ; . cg||xz||> = 0 holds in
with the cg#0 for some B 0 then an identity of the form

> agx3 = 0 with a,#0 and A=6holds in A.
BCA

2) If an identity of the form ZBQAGBHXBHZ =0 with a4#0 and

A#0 holds in H. Then an identity of the form
> (=1)A~Bix2 — 0 also holds in H for some A=6.
BCA
Proof:.
1) Pick A a maximal element in the collection

{B C n: cp#0and B0} with respect to inclusion. Let x; = 0

for i ¢ A and let x; be arbitrary for i € A. Using this choice of
values our identity becomes

2 2
0= ZBQ n*CBHXA“B” = ZBQAHXB” (ZDnA:BCD)

Since A is maximal DNA = A ,i.e. D D A, and cp#0 implies that
D =A so the coefficient of x2 is c4=0 and by our choice of A,
A# . Thus, the identity we obtained above has desired type.

2) Let N be the minimum element of the nonempty set

{\A| . A# A there is an identity Z ag||xs||* = 0 with a0 holding in H}

BCA
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Pick a set A with -cardinality N, and an

> apx: = 0 with a,#0 holding in.
BCA

By our choice of A, if |C| < |A| is nonempty and an identity of the

form 3 apxZ = holds in H then ac =0.
BcC

We prove that, with the above choice of A, az = (—1)""®la, for
every 5#BCA. The proof is by downward induction on |B|. For
|B] = |A| this is clear since B =A. Suppose the claim is true for
k < |B| <|A| and k > 1. Let By be a subset of A of cardinality k.
Choose x; = 0 for i ¢ By and let x; be arbitrary for i € By. Substituting
in our identity, we obtain,

2 2
0= ZBgAaBHmeBOH :ZCQBOHXCH (ZBmBO:C,BgAaB)

Since 1 < |Bo| < |A| we have by (*) that the coefficient of ||xz,|”

in the above expression is zero, so > ag = 0. Therefore, by
BnBy=By,BC A

identity

the induction hypothesis,

Z ap = — Z (7])\14\*\3\(1/‘

ADBD By 2B2 Bo

For each m > k the number of m-subsets B C A that contain By is
(\A\—k) o

m—k
A _
- —a, Z (‘A‘ k) -l)w—m

m=k+1

3 Al |A| —k Al Ak
_0A<mzk(m—k>“) -0
= —aA<(1 — 1)\AH< _ (_])\A\—k) _ (_1)\A\—kaA

Establishing the result for subsets of cardinality k. Thus for

our choice of A the above identity is ay Y (—1)"7Px2 =
Z#BCA

S (-1)47Px2 — 0, and we obtain the desired conclusion by

BCA
dividing by a,=0. H

Lemmad4.2:. Let H be a normed space. If for some A#0 the identity
> (1) Pl = 0
BcA

holds in A, then # is an inner product space.

Proof:. WLOG assume that A =n for some 3 <neN. If n=3our
hypothesis (after renaming variables) coincides with the identity (1)
from which we obtain identity (2) by replacing z by —y. The existence
of inner product then follows from the Jordan and von Neumann
result.

If n >3, Let x,y € H and t € R be arbitrary. The substitution
x; — xand x, — ty for2 <k <n
in the identity in the statement of the lemma, yields

n-1

n-1 i .
> ("7 )i ~o (18)

j=0

Indeed, for 1 € B and |B| =j + 1, the above substitution trans-
forms (—1)"P x| into (—1)" 7" ||x + jty|*.
Thus,

ZleBCA

For 1¢ B, we have xg = |B|ty. Thus, since there are ("]fl) Jj-

n-1
1A P2 = 3 (- ‘“( ; )|\x+1ty|| (19)

j=0

subsets of A that don’t contain 1
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B n—1 n n—1
S DA g 2 = 2P Y (- ”( ; )

1¢BCA =0

Using the identitiesj("fl) =(n- 1)('?*2) and j(j— 1)(”]?1> =

j-1
(n—1)(n— 2)( ) we get that the last sum is

n-1 n—1
2y (n-1) ") o 1ym-2) yei(n 3
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Fix x and y. The function g(t) = ||x + ty||* is continuous since if K
is a number such that |s|, |t] < K, then |g(t) — g(s)| is bounded above

by [[Ix + tylI* — X+ sy[*| < 2[s — tlIyll(Ix]| + K[ly]l)
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where x; = x +ry which is zero by (18) so, by Lemma 1.1, g is a

polynomial. Since for k > 2,
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the degree of g is at most 2. Thus,
g(t) = A+ Bt 4 Ct?

we have, A=g(0)= x|’ and
= lim &2 = lim |2+ y| = |ly|]”
Thus,
[1x + tyl[* = g(t) = [Ix||* + Bt + ||y |*t?

and
Ix+ I+ Ix — 2> = g(1) + g(=1) = 2||x|* + 2|ly|

Since x,y € H were arbitrary, by Jordan and von Neumann
result, the norm is induced by an inner product. |l

The following result follows directly from Lemmas 4.1, and
Lemma 4.2.

Theorem 4.3:. Let H be a normed space. If an identity of the form
Yscn = 0 holds in H with the cg#0 for some B, then the
norm is given by an inner product.
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Corollary 4.5:. Let H be a normed space. The norm on H is given by an
inner product if and only if any of any of the identities in Lemmas 3.1
or 3.2 or Corollary 3.5 hold.

Proof:. If H is an inner-product space, then the identities hold by the
Lemmas in which they occur. If, on the other hand, any of these iden-
tities hold then by Theorem 4.3, H is an inner-product space.ll

5. Discussion and Conclusion

In this paper an algorithm is given for testing the validity of a
class of norm identities in inner-product spaces. The algorithm
can be utilized in discovering some new identities in inner-
product spaces, as illustrated the generalization of the paral-
lelepiped law. It can also be used in verifying the validity, in
inner-product spaces, of given identities, as illustrated by several
examples. It was also shown that identities verified by the algo-
rithm will hold in a normed space only if the norm is given by
an inner-product. Thus, the algorithm can be used to generate tests
for the existence of an inner-product underlying a given norm as
was illustrated by several tests given in the paper.
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