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Neighbor designs are popular to control neighbor effects. Among neighbor designs, strongly balanced
neighbor designs are important to estimate treatment effects and neighbor effects independently.
Minimal circular strongly balanced neighbor designs (MCSBNDs) can be obtained only for odd v (number
of treatments). For v even, minimal circular nearly strongly balanced neighbor designs are used which
satisfied all conditions of MCSBNDs except that the treatment labeled as (v � 1) does not appear as its
own neighbor. These designs can be converted directly in some other useful classes of neighbor designs.
These designs are efficient to minimize the bias due to the neighbor effects.
� 2023 The Authors. Published by Elsevier B.V. on behalf of King Saud University. This is an open access

article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
1. Introduction � A circular design is called minimal circular nearly SBND
If response of a treatment (treatment effect) is affected by the
treatment(s) applied in neighboring units then such neighbor
effects become major source of bias, in estimating the treatment
effects. This bias can be minimized with the use of neighbor bal-
anced designs, see Azais (1987), Azais et al. (1993), Kunert
(2000) and Tomar et al. (2005).

� A circular design in which every treatment appears once as
neighbors with all others (excluding it) is called a minimal cir-
cular balanced neighbor design (MCBND). If it also appears as its
own neighbor then it is called MCSBND. MCBNDs and MCSBNDs
can only be obtained for v odd.
(MCNSBND) if each treatment appears once as neighbor with
other (v-2) treatments exactly once and (i) appear twice with
only one treatment, labeled as (v-1), (ii) appear once as neigh-
bor with itself except the treatment labeled as (v-1) which does
not appear as its own neighbor. For v even, MCNSBNDs should
be used as the best alternate of the MCSBNDs.

Rees (1967) introduced MCBNDs in serology for v odd. Azais
et al. (1993) constructed some CBNDs using border plots. Jaggi
et al. (2006) constructed some partially BNDs. Nutan (2007),
Kedia & Misra (2008), Ahmed et al. (2009) constructed generalized
neighbor designs (GNDs). Iqbal et al. (2009) constructed some
classes of CBNDs using cyclic shifts. Akhtar et al. (2010) con-
structed CBNDs for k = 5. Meitei (2010) constructed new series of
(i) CBNDs and (ii) one-sided CBNDs. Ahmed and Akhtar (2011) con-
structed CBNDs for k = 6. Shehzad et al. (2011) constructed some
CBNDs. Jaggi et al. (2018) described some methods to construct
CBNDs and circular partially BNDs. Singh (2019) developed new
series of universally optimal one-sided CBNDs. Meitei (2020) pre-
sented a new series of universally optimal one-sided CBND for
k = 5. Salam et al. (2022) introduced MCNSBNDs for (i) v = 8i + 4,
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k = 4, (ii) v = 10i + 6, k = 5, (iii) v = 12i + 8, k = 6, (iv) v = 2ik1 + 2,
k1 = 4j, k2 = 3, (v) v = 2ik1 + 4, k1 = 4j, k2 = 4, (vi) v = 2ik1 + 2, k1 > 3
and k2 = 3, (vii) v = 2ik1 + 4, k1 > 4 and k2 = 4, and (viii) v = 2ik1 + 6,
k1 > 5 and k2 = 5.

In this article, (i) a generator is developed which produces
the MCNSBNDs in equal as well as in unequal block sizes, with
smallest of size at least three, (ii) some generators are devel-
oped which produce the MCNSBNDs which can directly be con-
verted into MCSBNDs and MCBNDs, in blocks of equal as well
as in unequal sizes, where smallest block size should be at least
six.

2. Method of construction

Iqbal (1991) introduced method of cyclic shifts (Rule I & II) to
construct experimental designs of several types. Its construction
procedures are described here for MCNSBNDs, MCSBNDs and
MCBNDs.

2.1. Rule II to obtain MCNSBNDs

Let Sj = [qj1, qj2, . . ., qj(k-1)] and Si = [qi1, qi2, . . ., qi(k-2)]t be the sets,
where 0 � qji � v-2. If each of 0, 1, 2, . . ., v-2 appears once in S*,
where S* = [qj1, qj2, . . ., qj(k-1), (qj1 + qj2+ . . .+qj(k-1)) mod (v-1), (v-
1)-qj1, (v-1)-qj2, . . ., (v-1)-qj(k-1), (v-1)-[(qj1 + qj2+ . . .+qj(k-1)) mod
(v-1)], qi1, qi2, . . ., qi(k-2), (v-1)-qi1, (v-1)-qi2, . . ., (v-1)-qi(k-2)] then
it is MCNSBND. In Rule II, at least one set will contain k-2 elements
which will be expressed as [q1, q2, . . ., q(k-2)]t. Here ‘t’ is just to
specify the set containing k-2 elements.

Example 2.1. Following MCNSBND is constructed from S1 = [4,5,
6,7,9,10,11], S2 = [0,1,3,8,13]t for v = 26, k1 = 8 & k2 = 7.

Take (v-1) blocks for every set of shifts to get the complete
design through Rule II. Consider 0, 1, . . ., v-2 as 1st unit of each
block. Obtain 2nd unit elements by adding 4 (mod (v-1)) to 1st
unit elements, where 4 is the 1st element of S1. Obtain 3rd unit
elements by adding 5 (mod 25) to 2nd unit elements, where 5
is the 2nd element of S1. Similarly add 6, 7, 9, 10 and 11, see
Table 1.

For S2, take (v-1) more blocks. Obtain the blocks as are taken
from S1 except one extra row containing (v-1) in its each cell, see
Table 2.
Table 1
Blocks obtained from S1 = [4,5,6,7,9,10,11].

Blocks

1 2 3 4 5 6 7

0 1 2 3 4 5 6
4 5 6 7 8 9 10
9 10 11 12 13 14 15
15 16 17 18 19 20 21
22 23 24 0 1 2 3
6 7 8 9 10 11 12
16 17 18 19 20 21 22
2 3 4 5 6 7 8

Blocks

14 15 16 17 18 19

13 14 15 16 17 18
17 18 19 20 21 22
22 23 24 0 1 2
3 4 5 6 7 8
10 11 12 13 14 15
19 20 21 22 23 24
4 5 6 7 8 9
15 16 17 18 19 20

2

2.2. Rule I to obtain MCSBNDs and MCBNDs

Let Sj = [qj1, qj2, . . ., qjðk�1Þ] be i sets, where j = 1, 2,. . ., i and u = 1,
2,. . ., k-1. If S* contains each of:

� 1, 2, . . ., v-1 once and 1 � qju � v-1 then design will be MCBND.
� 0, 1, 2, . . ., v-1 once and 0 � qju � v-1 then design will be
MCSBND.

Here S* contains:

i. All elements of Sj.
ii. Sum of all elements (mod v) in each of Sj.
iii. Complements of all elements in (i) and (ii). In Rule I, the

complement of ‘a’ is ‘v-a’.
Example 2.2. Following MCBND is constructed from S1 = [4,5,6,7,
9,10,11] and S2 = [1,3,8] for v = 25, k1 = 8 & k2 = 4 using Rule I.

Take v blocks for every set of shifts to get the complete design
through Rule I. Consider 0, 1, . . ., v-1 as 1st unit of each block.
Obtain 2nd unit elements by adding 4 (mod 25) to 1st unit ele-
ments. Similarly add 5, 6, 7, 9, 10 and 11, see Table 3.

Take more 25 blocks for S2 and obtain blocks as taken from S1,
see Table 4.

2.3. Efficiency of Separability

Divecha and Gondaliya (2014) derived following expression for
the efficiency of Separability (Es) which is also applicable for
MCNSBNDs.

ES ¼ v
ffiffiffiffiffiffiffi
v�1

p
�1

v
ffiffiffiffiffiffiffi
v�1

p
h i

� 100%, where v is the number of treatments.

MCNSBND possessing Es at least 70% is considered efficient to
reduce bias due to neighbor effects.

3. Construction of MCNSBNDs and their Conversion into
MCSBNDs and MCBNDs

Here, the procedure to obtain the sets of shifts from generators
developed in Section 4 is described. Non-zero elements of genera-
tor ‘A’ are divided into the required number of groups such that
sum of elements in each group is divisible by (v-1). Sets to generate
8 9 10 11 12 13

7 8 9 10 11 12
11 12 13 14 15 16
16 17 18 19 20 21
22 23 24 0 1 2
4 5 6 7 8 9
13 14 15 16 17 18
23 24 0 1 2 3
9 10 11 12 13 14

20 21 22 23 24 25

19 20 21 22 23 24
23 24 0 1 2 3
3 4 5 6 7 8
9 10 11 12 13 14
16 17 18 19 20 21
0 1 2 3 4 5
10 11 12 13 14 15
21 22 23 24 0 1



Table 2
Blocks obtained from S2 = [0,1,3,8,13]t.

Blocks

1 2 3 4 5 6 7 8 9 10 11 12 13

0 1 2 3 4 5 6 7 8 9 10 11 12
0 1 2 3 4 5 6 7 8 9 10 11 12
1 2 3 4 5 6 7 8 9 10 11 12 13
4 5 6 7 8 9 10 11 12 13 14 15 16
12 13 14 15 16 17 18 19 20 21 22 23 24
0 1 2 3 4 5 6 7 8 9 10 11 12
25 25 25 25 25 25 25 25 25 25 25 25 25

Blocks

14 15 16 17 18 19 20 21 22 23 24 25

13 14 15 16 17 18 19 20 21 22 23 24
13 14 15 16 17 18 19 20 21 22 23 24
14 15 16 17 18 19 20 21 22 23 24 0
17 18 19 20 21 22 23 24 0 1 2 3
0 1 2 3 4 5 6 7 8 9 10 11
13 14 15 16 17 18 19 20 21 22 23 24
25 25 25 25 25 25 25 25 25 25 25 25

Table 1 & 2 jointly present MCNSBND for v = 26, k1 = 8 and k2 = 7, using 50 blocks.

Table 3
Blocks obtained from S1 = [4,5,6,7,9,10,11].

Blocks

1 2 3 4 5 6 7 8 9 10 11 12 13

0 1 2 3 4 5 6 7 8 9 10 11 12
4 5 6 7 8 9 10 11 12 13 14 15 16
9 10 11 12 13 14 15 16 17 18 19 20 21
15 16 17 18 19 20 21 22 23 24 0 1 2
22 23 24 0 1 2 3 4 5 6 7 8 9
6 7 8 9 10 11 12 13 14 15 16 17 18
16 17 18 19 20 21 22 23 24 0 1 2 3
2 3 4 5 6 7 8 9 10 11 12 13 14

Blocks

14 15 16 17 18 19 20 21 22 23 24 25

13 14 15 16 17 18 19 20 21 22 23 24
17 18 19 20 21 22 23 24 0 1 2 3
22 23 24 0 1 2 3 4 5 6 7 8
3 4 5 6 7 8 9 10 11 12 13 14
10 11 12 13 14 15 16 17 18 19 20 21
19 20 21 22 23 24 0 1 2 3 4 5
4 5 6 7 8 9 10 11 12 13 14 15
15 16 17 18 19 20 21 22 23 24 0 1

Table 4
Blocks obtained from S2 = [1,3,8].

Blocks

1 2 3 4 5 6 7 8 9 10 11 12 13

0 1 2 3 4 5 6 7 8 9 10 11 12
1 2 3 4 5 6 7 8 9 10 11 12 13
4 5 6 7 8 9 10 11 12 13 14 15 16
12 13 14 15 16 17 18 19 20 21 22 23 24

Blocks

14 15 16 17 18 19 20 21 22 23 24 25

13 14 15 16 17 18 19 20 21 22 23 24
14 15 16 17 18 19 20 21 22 23 24 0
17 18 19 20 21 22 23 24 0 1 2 3
0 1 2 3 4 5 6 7 8 9 10 11

Table 3 and Table 4 jointly present MCBND for v = 25, k1 = 8 & k2 = 4.
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MCNSBNDs are obtained by deleting one value (any) from each
group containing non-zero values. The group containing ‘0’ will
remain unchanged.
3

MCNSBNDs which can directly be converted into MCSBNDs and
MCBNDs are constructed for following cases. Here i (integer) > 0
and A will be selected from Section 4.
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� For equal block sizes
(i) v = 2(i + 1)k-4, k > 5. Divide the non-zero values of selected

A into i groups each of k elements. Last will contain the
remaining k-2 values.

� For two different block sizes
(i) v = 2ik1 + 2k2-4, k1 > k2 > 5. Divide the non-zero values of

selected A into i groups each of k1 elements. Last will con-
tain the remaining k2-2 values.

(ii) v = 2ik1 + 4k2-4, k1 > k2 > 5. Divide the non-zero values of
selected A into i groups each of k1 elements and one group
of k2 elements. Last will contain the remaining k2-2 values.

� For three different block sizes
(i) v = 2ik1 + 2k2 + 2k3-4, k1 > k2 > k3 > 5. Divide the non-zero

values of selected A into i groups each of k1 elements and
one group of k2 elements. Last will contain the remaining
k3-2 values.

(ii) v = 2ik1 + 4k2 + 2k3-4, k1 > k2 > k3 > 5. Divide the non-zero
values of selected A into i groups each of k1 elements and
two groups of k2 elements. Last will contain the remaining
k3-2 values.

(iii) v = 2ik1 + 2k2 + 4k3-4, k1 > k2 > k3 > 5. Divide the non-zero
values of selected A into i groups each of k1 elements, one
group of k2 elements and one of k3 elements. Last will con-
tain the remaining k3-2 values.

(iv) v = 2ik1 + 4k2 + 4k3-4, k1 > k2 > k3 > 5. Divide the non-zero
values of selected A into i groups each of k1 elements, two
groups of k2 elements and one of k3 elements. Last will con-
tain the remaining k3-2 values.

4. Generator to generate MCNSBNDs which cannot be converted
directly into MCSBNDs and MCBNDs

Generator 4.1: A = [0, 1, 2, . . ., m] produces sets of shifts to
obtain MCNSBNDs for every block sizes with smallest of size at
least three, wherem = (v-2)/2. The designs obtained from generator
4.1 cannot be converted directly into MCSBNDs and MCBNDs.

Example 4.1.1. S1 = [3,5,6,7,8] and S2 = [0,1,2,4]t produce
MCNSBND for v = 20 & k = 6 with Es = 0.7415.
Example 4.1.2. S1 = [2,3,5,6,7,9] and S2 = [0,1,4,8]t produce
MCNSBND for v = 22, k1 = 7 & k2 = 6 with Es = 0.7837.
5. Generators to generate MCNSBNDs which can directly be
converted into MCSBNDs and MCBNDs

According to the value of m, generators ‘A’ are developed here
using the logic behind Rule II, where m = (v-2)/2. These generators
produce the sets of shifts to obtain MCNSBNDs which can directly
be converted into MCSBNDs and MCBNDs.

Generator 5.1: A = [0, 1, 2, . . ., j-1, j + 1, j + 2, . . .,m, v-j] produces
sets of shifts to obtain MCNSBNDs for m � 0(mod 8), j = m/8, j � 1.

Example 5.1. S1 = [5,6,7,8,10,18,23,24], S2 = [4,9,11,12,13,14,16,1
7], S3 = [0,1,15,19,20,21,22]t obtained from A = [0,1,2,46,4,. . .,24]
produce MCNSBND for v = 50 & k = 9 with Es = 0.8574.

Generator 5.2: A = [0, 1, 2, . . ., 3j, 3j + 2, 3j + 3, . . ., m-1, m + 1, v-
(3j + 1)] produces sets of shifts to obtain MCNSBNDs form� 1(mod
8), j = (m-1)/8, j � 1.

Example 5.2. S1 = [1,2,3,4,5,6,7,8,11,14], S2 = [9,12,13,15,17,18,
19,24], S3 = [0,16,20,21,22, 23]t obtained from A = [0,1,2,. . .,9,41,11,
12,. . .,24,26 ] produce MCNSBND for v = 52, k1 = 11, k2 = 9 & k3 = 8
with Es = 0.8439.
4

Generator 5.3: A = [0, 1, 2, . . ., 5j + 1, 5j + 3, 5j + 4, . . .,m-1,m + 1,
v-(5j + 2)] produces sets of shifts to obtain MCNSBNDs for m � 2
(mod 8), j = (m-2)/8, j � 1.

Example 5.3. S1 = [2,3,4,5,6,7], S2 = [1,8,9,11,13,15] and
S3 = [0,14,16,19,25]t obtained from A = [0,1,2,. . .,11,25,13,
14,15,16,17,19] produce MCNSBND for v = 38 & k = 7 with
Es = 0.8513.

Generator 5.4: A = [0, 1, 2, . . ., m-1-j, m + 1-j, m + 2-j, . . ., m, v-
(m-j)] produces sets of shifts to obtain MCNSBNDs for m � 3(mod
8), j = (m-3)/8, j � 0.

Example 5.4. S1 = [1,3,4,5,6,7,9], S2 = [0,2,8,13]t obtained from A =
[0,1,2,. . .,9,13,11] produce MCNSBND for v = 24, k1 = 8 & k2 = 6 with
Es = 0.7680.

Generator 5.5: A = [0, 1, 2, . . ., j, j + 2, j + 3, . . ., m-1, m + 1, v-
(j + 1)] produces sets of shifts to obtain MCNSBNDs for m � 4
(mod 8), j = (m-4)/8, j � 0.

Example 5.5. S1 = [1,3,4,5,6,7,11], S2 = [0,8,9,10,23]t obtained from
A = [0,1,23,3,4,5,6,7,8,9, 10,11,13] produce MCNSBND for v = 26,
k1 = 8 & k2 = 7 with Es = 0.7581.

Generator 5.6: A = [0, 1, 2, . . ., 3j + 1, 3j + 3, 3j + 4, . . ., m, v-
(3j + 2)] produces sets of shifts to obtain MCNSBNDs for m � 5
(mod 8), j = (m-5)/8, j � 0.

Example 5.6. S1 = [3,4,6,10,11,12,13], S2 = [0,1,2,7,8,9]t obtained
from A = [0,1,2,3,4,22,6,7, . . .,13] produce MCNSBND for v = 28 &
k = 8 with Es = 0.8318.

Generator 5.7: A = [0, 1, 2, . . ., 5j + 3, 5j + 5, 5j + 6, m, v-(5j + 4)]
produces sets of shifts to obtain MCNSBNDs for m � 6(mod 8), j =
(m-6)/8, j � 0.

Example 5.7. S1 = [1,2,3,4,6,7,8,13], S2 = [0,5,10,11,12,20]t
obtained from A = [0,1,2,. . .,8,20, 10,11,. . .,14] produce MCNSBND
for v = 30, k1 = 9 & k2 = 8 with Es = 0.7963.

Generator 5.8: A = [0, 1, 2, . . ., m-1-j, m + 1-j, m + 2-j, . . ., m-1,
m + 1, v-(m-j)] produces sets of shifts to obtain MCNSBNDs for m
� 7(mod 8), j = (m-7)/8, j � 1.

Example 5.8.1. S1 = [1,2,3,4,5], S2 = [7,8,9,10,11], S3 = [0,6,12,13]
obtained from A = [0,1,2,. . ., 13,17,16] produce MCNSBND for v = 32
& k = 6 with Es = 0.8404.

Catalogues are also presented in Appendices A–C.

6. Conversion of proposed MCNSBNDs into MCSBNDs and
MCBNDs

Conversion 6.1: Considering the Rule II as Rule I, MCNSBNDs
constructed in Section 5 for v = 2ik-4, i > 1, k > 5 can be converted
into:

i. MCSBNDs for v = 2ik-5, k1 = k, k2 = k-2. For it, delete ‘00 from
the set of shifts.

ii. MCBNDs for v = 2ik-5, k1 = k, k2 = k-3. For it, delete ‘00 and
one more value (any) from the set containing ‘00.
Example 6.1. MCNSBND constructed in example 5.2.1 for v = 20
and k = 6 through S1 = [1,2,3,7,10], S2 = [0,5,6,8]t will be converted
into:
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(a) MCSBND for v = 19, k1 = 6 & k2 = 4, with S1 = [1,2,3,7,10],
S2 = [5,6,8].

(b) MCSBND for v = 19, k1 = 6 & k2 = 3, with S1 = [1,2,3,7,10],
S2 = [5,6].

7. Remarks

Salam et al. (2022) introduced MCNSBNDs for some specific
cases of 3 � k2 � 5. In this article, generator is developed for
MCNSBNDs in equal as well as in unequal block sizes, with smallest
block size at least three. Some generators are developedMCNSBNDs
for v even with smallest block size at least six and these designs can
directly be converted into MCSBNDs and MCBNDs for v odd.

MCSBNDs require at least v(v-1) experimental units for v even
while our proposed MCNSBNDs require v(v-1)/2 units. Our
5

proposed designs lose 100
vðvÞ% neighbor balance and save at least

50 % experimental material. Our designs possess Es at least 70%
therefore, these are efficient to minimize bias due to neighbor
effects.
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Appendix A

Catalogue of MCNSBNDs for 6 � k � 8 and v � 60.
v
 k
 Sets of Shifts
 Es
20
 6
 [5,3,15,7,3] + [1,8,10,0]t
 0.7415

32
 6
 [1,2,3,4,5] + [7,8,9,10,11] + [13,12,6,0]t
 0.8404

44
 6
 [21,2,3,4,7] + [5,9,10,35,11] + [1,15,19,13,20] + [14,17,12,0]t
 0.8363

56
 6
 [12,4,25,1,10] + [14,26,21,16,11] + [17,20,15,27,8] + [9,7,19,13,5] + [6,31,18,0]t
 0.8653

24
 7
 [6,2,3,4,13,11] + [8,9,5,1,0]t
 0.8215

38
 7
 [1,2,3,4,5,6] + [19,17,10,25,11,14] + [7,13,9,8,0]t
 0.8513

52
 7
 [24,2,3,4,5,6] + [26,9,23,11,12,13] + [22,16,17,19,18,20] + [15,21,1,14,0]t
 0.8510

28
 8
 [1,2,3,4,22,7,6] + [8,10,11,12,13,0]t
 0.8318

44
 8
 [22,2,3,4,5,6,10] + [15,7,11,1,13,14,9] + [17,18,19,20,12,0]t
 0.8474

60
 8
 [1,25,3,4,5,6,7] + [9,29,48,27,13,15,20] + [24,26,21,14,19,22,23]+[17,18,12,10,2,0]t
 0.8699
Appendix B

Catalogue of MCNSBNDs in two different block sizes.
v
 k1
 k2
 Sets of Shifts
 Es
22
 7
 6
 [1,9,3,6,5,4] + [8,2,11,0]t
 0.7837

36
 7
 6
 [18,2,3,4,5,10] + [1,9,6,15,12,13] + [11,16,8,0]t
 0.8027

50
 7
 6
 [24,2,46,4,5,6] + [23,9,20,7,12,13] + [1,16,15,10,17,18] + [22,8,19,0]t
 0.8140

24
 8
 6
 [11,2,3,4,5,6,7] + [9,13,1,0]t
 0.7680

40
 8
 6
 [1,2,3,4,5,9,7] + [19.18,10,12,13,15,14] + [22,11,6,0]t
 0.8996

56
 8
 6
 [20,2,3,4,5,7,6] + [9,10,11,12,13,14,25] + [17,26,19,1,21,27,23]+[15,18,22,0]t
 0.8418

26
 8
 7
 [13,23,4,3,11,6,7] + [9,10,5,1,0]t
 0.7581

42
 8
 7
 [1,2,38,5,4,6,7] + [15,9,16,21,13,18,14] + [12,10,11,8,0]t
 0.8320

58
 8
 7
 [29,2,3,5,6,53,7] + [8,10,26,12,13,14,15]+[17,18,19,27,21,22,23] + [25,11,20,1,0]t
 0.8650
Appendix C

Catalogue of MCNSBNDs in three different block sizes.
v
 k1
 k2
 k3
 Sets of shifts
 Es
38
 8
 7
 6
 [1,2,3,4,5,6,7] + [17,10,25,11,19,14] + [8,16,13,0]t
 0.8514

54
 8
 7
 6
 [18,2,3,4,5,6,7] + [9,10,11,12,13,20,15]+[36,24,19,14,22,21] + [1,25,27,0]t
 0.8722

40
 9
 7
 6
 [19,2,18,4,5,6,8,7] + [10,11,12,13,14,15] + [22,16,1,0]t
 0.8545

58
 9
 7
 6
 [1,22,3,53,6,5,7,8] + [1,29,27,25,14,15,16,17]+[‘9,12,21,2,24,23] + [26,20,11,0]t
 0.8453

42
 9
 8
 6
 [1,2,38,5,4,6,7,8] + [18,9,21,13,14,16,15] + [10,19,12,0]t
 0.8575

60
 9
 8
 6
 [25,16,3,22,5,23,7,8] + [10,11,12,13,14,21,2,17]+[28,20,15,29,27,24,1] + [6,19,4,30]t
 0.8779

44
 9
 8
 7
 [7,2,3,17,4,6,1,5] + [19,10,11,21,14,16,20] + [3,12,13,15,0]t
 0.8877
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Appendix D. Supplementary material

Supplementary material to this article can be found online at
https://doi.org/10.1016/j.jksus.2023.102748.
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