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A B S T R A C T

Objectives: Prediabetes is a significant health condition that elevates the risk of developing type 2 diabetes and 
other associated complications. This study aims to (1) explore the potential of machine learning models to 
improve the prediction of prediabetes, (2) compare the performance of various machine learning models with 
traditional regression methods, and (3) identify the most influential demographic, socioeconomic, and health- 
related factors associated with prediabetes.
Methods: This study utilized data from the 2021 Behavioral Risk Factor Surveillance System (BRFSS) and 
employed comprehensive data preprocessing techniques. Logistic regression analysis was conducted to assess 
correlations between features and prediabetes risk. Feature importance was quantified using Adjusted Mutual 
Information values. Multiple machine learning models, including Random Forest, K Nearest Neighbors (KNN), 
Extreme Gradient Boosting (XGBoost), Neural Network, and Logistic Regression, were used for prediction. The 
best model was selected and validated through cross-validation to ensure robustness.
Results: Significant associations were observed between prediabetes and key predictors such as cholesterol levels, 
BMI categories, hypertension status, age groups, and income categories. Among the models tested, Random 
Forest demonstrated the highest accuracy and robustness, outperforming traditional regression models.
Conclusions: This study highlights the potential of machine learning to enhance prediabetes prediction and un-
derscores the importance of identifying high-risk individuals for early intervention. The findings contribute to 
population health strategies by integrating advanced analytical methods with public health data.

1. Introduction

Diabetes mellitus (DM) is a chronic metabolic disorder characterized 
by persistent hyperglycemia and disruptions in carbohydrate, fat, and 
protein metabolism. It arises due to insufficient insulin secretion, 
impaired insulin action (insulin resistance), or a combination of both 
(Singh et al., 2022). A precursor to DM, prediabetes, is a critical health 

condition marked by elevated blood glucose levels that fall short of 
meeting the diagnostic criteria for type 2 diabetes (CDC, 2022). Pre-
diabetes is typically diagnosed based on impaired fasting glucose (IFG) 
levels ranging from 5.7 to 6.3 mmol/L, impaired glucose tolerance (IGT) 
levels between 7.8 and 11.0 mmol/L, or glycated hemoglobin (HbA1c) 
levels of 6.4 % to 6.9 % (Barr et al., 2007; Echouffo-Tcheugui et al., 
2023). Prediabetes affects approximately 96 million American adults, 

Abbreviations: AMI, Adjusted Mutual Information; AUC ROC, Area under the ROC curve; BMI, Body Mass Index; CDC, Centers for Disease Control and Prevention; 
IFG, impaired fasting glucose; IGT, impaired glucose tolerance; KNN, K Nearest Neighbors; XGBoost, Extreme Gradient Boosting.
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significantly increasing their risk of developing diabetes, cardiovascular 
disease, kidney disease, and other associated complications (Schlesinger 
et al., 2022; Zheng et al., 2018). Globally, an estimated 7.5 % of the 
population was diagnosed with prediabetes in 2019, a figure projected 
to rise to 8.0 % by 2030 (Saeedi et al., 2019). The asymptomatic nature 
of prediabetes often leads to low patient awareness and detection rates, 
exacerbating poor adherence to treatment.

Evidence suggests that early detection and intervention in predia-
betes can substantially reduce the progression to type 2 diabetes. Iden-
tifying individuals with prediabetes early facilitates the implementation 
of preventive measures, such as lifestyle modifications and pharmaco-
therapy, to delay or prevent the onset of diabetes (Thipsawat, 2023; 
Tabák et al., 2012). However, current screening methods for prediabetes 
are often invasive, time-consuming, and costly, limiting their feasibility 
for large-scale application, particularly among low-income populations.

Machine learning models present a promising and efficient approach 
for prediabetes screening. By training these models on large-scale pop-
ulation data, they can accurately identify individuals at high risk of 
developing prediabetes. These models utilize diverse demographic, so-
cioeconomic, and health-related variables to predict prediabetes risk, 
thereby facilitating targeted screening and early intervention strategies. 
Numerous studies have successfully developed machine learning models 
for prediabetes prediction, incorporating a wide range of features, 
including age, gender, body mass index (BMI), blood pressure, dietary 
habits, physical activity, family history, laboratory findings, and socio-
economic factors such as income, education, and marital status (Abbas 
et al., 2021; Li et al., 2021; Rajput et al., 2019; Štiglic et al., 2018; 
Walker et al., 2016; Wang et al., 2020; Wang et al., 2021). Various al-
gorithms can be employed for predicting prediabetes using a diverse set 
of features. Logistic regression estimates the likelihood of prediabetes by 
modeling it as a linear combination of predictors (Kleinbaum et al., 
2002). Support vector machines delineate the hyperplane that optimally 
separates individuals with low risk from those at high risk (Cortes and 
Vapnik, 1995). Neural networks are capable of capturing complex 
nonlinear interactions between variables through the use of hidden 
layers and weight optimization (LeCun et al., 2015). Ensemble methods, 
such as random forests, enhance generalizability by aggregating the 
outputs of multiple decision trees, each trained on different subsets of 
features and samples (Breiman, 2001).

The aim of this study is to develop a machine learning model 
leveraging extensive data from the Centers for Disease Control and 
Prevention (CDC) to predict prediabetes. Advanced methodologies, 
including adjusted feature importance analysis and multivariate logistic 
regression, were employed to identify the most significant factors 
associated with prediabetes prediction.

2. Materials and methods

2.1. Data source

This study utilized secondary open-source data from the 2021 
Behavioral Risk Factor Surveillance System (BRFSS), managed by the U. 
S. Centers for Disease Control and Prevention (CDC, 2022). It is publicly 
accessible under the CC0 1.0 Universal (CC0 1.0) Public Domain Dedi-
cation license. Consequently, ethical approval or informed consent was 
not necessary.

2.2. Data Collection preprocessing

Data preprocessing encompassed tasks such as data cleansing, 
feature selection, and feature engineering using the Python program-
ming language within the Google Colab environment. We addressed 
missing values and selected relevant attributes. Feature engineering 
involved both combining existing features and creating new ones. The 
original dataset contained 438,693 records, but after excluding in-
dividuals with diabetes, we were left with 381,077 entries for predicting 

prediabetes. We derived the ’Prediabetes’ variable by removing rows 
corresponding to individuals with diabetes from the ’Diabetes status’ 
variable. The remaining groups were categorized as either ’no predia-
betes’ or ’prediabetes.’ For predicting prediabetes, we utilized several 
categorical variables, including gender, age group, marital status, BMI 
category, cholesterol status, hypertension status, physical activity, in-
come category, and education level, Table 1.

2.3. Descriptive analysis

Descriptive analysis was employed to summarize the categorical 
variables and their respective groups in the dataset. The percentage 
distribution of groups within each variable was calculated to gain a 
comprehensive understanding of the dataset’s composition.

2.4. Multiple regression analysis

A logistic regression analysis was conducted to assess the relation-
ship between ’gender,’ ’age group,’ ’marital status,’ ’BMI category,’ 
’cholesterol status,’ ’hypertension status,’ ’physical activity,’ ’income 
category,’ ’education level,’ and the target variable ’PreDiabetes.’ The 
analysis involved calculating both correlation coefficients and odds ra-
tios (ORs) to measure the strength of the associations. To evaluate the 
precision of the estimates, 95 % confidence intervals (CIs) were utilized. 
The statistical significance of the associations was determined by 
obtaining p-values, with values below 0.05 considered statistically 
significant.

2.5. Feature importance

The significance of features in predicting the target variable ’Pre-
Diabetes’ was evaluated using the Adjusted Mutual Information (AMI) 
method. AMI quantifies the mutual information between two variables 
while accounting for chance agreement, ensuring that feature rankings 
are not influenced by redundancy or irrelevant correlations. Unlike 
standard mutual information, AMI eliminates shared information among 
features, enhancing its effectiveness in feature evaluation. This robust 
methodology was selected for its ability to provide accurate and reliable 
rankings of feature importance in predicting prediabetes (Newman 
et al., 2020).

Table 1 
Description of variables utilized in the study for prediabetes prediction, 
including their definitions and categorical classifications.

Variable Definition

PreDiabetes PreDiabetes: 0 (Not Pre-Diabetic), 1 (Prediabetic)
Gender Gender: 0 (Female), 1 (Male)
Age Group Age group: 13-level category (1: 18–24 y, 2: 25–29 y, 3: 30–34 

y, 4: 35–39 y, 5: 40–44 y, 6: 45–49 y, 7: 50–54 y, 8: 55–59 y, 9: 
60–64 y, 10: 65–69 y, 11: 70–74 y, 12: 75–79 y, 13: 80 y or 
above)

Marital Status Marital Status: 0 (not Married), 1 (Married)
BMI Category Body Mass Index: 1: Underweight (BMI < 18.5 Kg/m2), 2: 

Normal weight (BMI 18.5–24.9 Kg/m2), 3: Overweight (BMI 
25–––29.9 Kg/m2), 4: Obese (BMI ≥ 30 Kg/m2)

Cholesterol Status High Cholesterol: 0 (No High Cholesterol), 1 (High Cholesterol)
Hypertension 

Status
Hypertension: 0 (No Hypertension), 1 (Hypertension)

Physical Activity Engage in Regular Physical Activity: 0 (No), 1 (Yes)
Income Category Income: 1 − $15,000 to < $25,000, 2 − $25,000 to < $35,000, 

3 − $35,000 to < $50,000, 4 − $50,000 to < $100,000, 5 −
$100,000 to < $200,000, 6 − $200,000 or more

Education Level 1 − Did not graduate High School, 2 − Graduated High School, 
3 − Attended College or Technical School, 4 − Graduated from 
College or Technical School

BMI: Body Mass Index; PreDiabetes: Defined based on fasting glucose (5.7–6.3 
mmol/L), glucose tolerance (7.8–11.0 mmol/L), or HbA1c levels (6.4–6.9 %).
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2.6. Model selection and evaluation

Multiple machine learning models were employed to predict Pre-
Diabetes, and their performance was assessed using metrics such as 
accuracy, the area under the ROC curve (AUC ROC), precision, recall, 
and F1 score. The best model was retrained and evaluated using cross- 
validation to ensure robustness. Given the class imbalance issue, 
different models, along with the Synthetic Minority Over-sampling 
Technique (SMOTE), were utilized to address this challenge. The 
models encompassed various techniques, including Random Forest, K 
Nearest Neighbors (KNN), Extreme Gradient Boosting (XGBoost), Neural 
Network, and Logistic Regression. SMOTE proved to be a valuable 
approach for mitigating imbalanced data, as it generates synthetic mi-
nority class samples while preserving information and reducing over-
fitting. To rigorously validate the results of the best-performing model, 
we employed a cross-validation approach with 5 folds.

3. Results

3.1. Descriptive analysis

The study provides a detailed analysis of demographic and health- 
related characteristics within the studied population, offering valuable 
insights into factors influencing population health dynamics. The gender 
distribution is relatively balanced, with 53.9 % identifying as female and 
46.1 % as male. The sample also demonstrates diverse age composition, 
with individuals aged 65–69 years comprising the largest age group, 
representing 9.7 % of the population. Age groups 9 (60–64 years) and 11 
(70–74 years) closely follow, accounting for 9.6 % and 8.8 %, respec-
tively, highlighting the heterogeneity of age groups in the population. 
The distribution of marital status is relatively even, with 52.1 % of the 
population identified as married and 47.9 % as unmarried individuals. 
Educational attainment in the population is diverse, with the majority 
(42.5 %) having graduated from college or technical school. This is 
followed by those who attended college or technical school (27.1 %) and 
those who graduated high school (24.9 %). Income distribution in the 
population shows significant diversity, with category 5 representing the 
highest income group at 28.5 %, followed closely by category 9 at 25.1 
%. The results reveal that the majority of the population (54.7 %) is 
overweight or obese, with a notable 2 % being underweight. A signifi-
cant proportion of the population (77.9 %) does not engage in regular 
physical activity, while 22.1 % do. Approximately 64.0 % of the popu-
lation has normal cholesterol levels, while 36.0 % have elevated 
cholesterol levels. Regarding hypertension, around two-thirds of the 
population (65.7 %) do not have hypertension, while 34.3 % have hy-
pertension. The majority of the population (97.4 %) does not have 
prediabetes, with only 2.6 % having been diagnosed with prediabetes. 
However, in the original dataset, 57,616 individuals have diabetes, ac-
counting for approximately 13.6 % of the total population, while 
366,342 individuals have neither diabetes nor prediabetes.

3.2. Logistic regression analysis

In this comprehensive analysis, we identified significant correlations 
between all the features and pre-diabetes. Starting with cholesterol 
levels (cholesterol status), individuals with elevated levels had a 73 % 
higher likelihood of developing prediabetes compared to their coun-
terparts with lower cholesterol levels. This means that their risk of 
experiencing prediabetes was nearly three quarters greater. Further-
more, individuals placed in higher BMI categories (BMI category) 
exhibited a 41 % elevated risk of prediabetes when compared to those in 
lower BMI categories. This 41 % increase underscores the importance of 
BMI as a predictor of prediabetes risk. Moreover, individuals diagnosed 
with hypertension (hypertension status) showed a 28 % higher likeli-
hood of having prediabetes when contrasted with those without hy-
pertension. This finding highlights the relationship between 

hypertension and an increased risk of prediabetes. As age advanced 
within the specified age groups (age group), the odds of prediabetes 
increased by a factor of 1.06, emphasizing the progressive nature of age- 
related risk. Turning to education levels (education level), individuals 
with higher educational attainment exhibited a 17.8 % lower risk of 
prediabetes compared to those with lower educational backgrounds. 
This reduction in risk aligns with the protective effect of higher educa-
tion. Similarly, individuals in higher income categories (income cate-
gory) showed a 19 % lower likelihood of prediabetes in contrast to their 
counterparts in lower income categories. This 19 % decrease un-
derscores the role of income as a protective factor against prediabetes. 
Additionally, a strong positive correlation emerged between physical 
activity levels (physical activity) and pre-diabetes risk. Individuals 
engaging in higher levels of physical activity had a 20 % lower risk of 
prediabetes compared to those with lower physical activity levels. 
Lastly, marital status (marital status = 1), particularly being married, 
was associated with a 21 % lower likelihood of prediabetes compared to 
individuals who were not married. This reduction in risk highlights the 
potential influence of marital status on prediabetes risk. Notably, males 
(gender = 1) exhibited a 40 % lower risk of prediabetes compared to 
females, underscoring gender differences in prediabetes susceptibility. 
The statistical analysis demonstrated statistically significant associa-
tions between ’PreDiabetes’ and all the considered features, Table 2.

3.3. Features importance

In the analysis of the association between various features and the 
target variable “PreDiabetes,” five features emerged as the most influ-
ential in predicting the occurrence of PreDiabetes. These features, 
ranked in descending order of importance based on their AMI values, 
cholesterol status, hypertension status, BMI category, income category, 
and age group. Cholesterol status demonstrated the highest importance, 
with approximately 4.03 % higher importance than hypertension status. 
Moreover, when comparing cholesterol status to BMI category, the 
third-ranked feature, it displayed a substantial importance that was 
around 1.5 times higher (141.55 %). Similarly, in comparison to income 
category and age group, cholesterol status exhibited approximately 2.7 
times (272.30 %) and 3.1 times (310.00 %) higher importance, respec-
tively. These findings underscore the significance of cholesterol status as 
the most influential feature in predicting PreDiabetes compared to the 
other top-ranking features. Hypertension status, the second-ranked 
feature, displayed notable importance compared to BMI category, the 
subsequent feature in the ranking, with a significance approximately 1.4 
times higher (136.27 %). Similarly, when compared to income category 
and age group, hypertension status demonstrated an approximately 2.6 

Table 2 
Association Between prediabetes and the independent variables.

Feature Coefficient 95 % CI OR 95 % CI p- 
value

Hypertension 
status

0.55 [0.539, 
0.564]

1.74 [1.719, 
1.808]

<

0.05
BMI category 0.25 [0.239, 

0.265]
1.41 [1.271, 

1.309]
<

0.05
Income category 0.34 [0.336, 

0.350]
1.29 [1.399, 

1.421]
<

0.05
Age group − 0.21 [-0.217, 

− 0.208]
1.06 [0.804, 

0.816]
<

0.05
Education level 0.05 [0.053, 

0.057]
0.82 [1.052, 

1.058]
<

0.05
Marital status − 0.20 [-0.206, 

− 0.193]
0.81 [0.814, 

0.826]
<

0.05
Physical activity − 0.24 [-0.251, 

− 0.224]
0.80 [0.779, 

0.801]
<

0.05
Hypertension 

Status
− 0.23 [-0.242, 

− 0.214]
0.79 [0.788, 

0.812]
<

0.05
Gender − 0.52 [-0.528, 

− 0.505]
0.60 [0.591, 

0.619]
<

0.05
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times (261.49 %) and 3 times (297.69 %) higher importance, respec-
tively. BMI category, the third-ranked feature, displayed significance 
approximately 1.9 times (191.89 %) higher than income category and 
roughly 2.2 times (218.46 %) higher than age group. The income cate-
gory is the fourth-ranked feature. When compared to age group, the 
subsequent feature in the ranking, it displayed an importance approxi-
mately 1.1 times (113.85 %) higher. Age group, the fifth-ranked feature, 
exhibited an importance approximately 1.5 times (146.07 %) higher 
than education level, which did not make it to the top five in terms of 
importance. Other features had lower importance compared to the top 
five features, Fig. 1.

3.4. Models’ performance

In our evaluation of machine learning models for PreDiabetes pre-
diction, Random Forest demonstrated impressive performance with an 
accuracy of 0.81, precision of 0.77, recall of 0.87, F1 score of 0.82, and 
AUC ROC of 0.81, Table 3. These metrics collectively indicate the 
model’s proficiency in achieving a high level of accuracy and its strong 
ability to correctly identify true positive cases, which is pivotal in pre-
diabetes prediction. However, it is noteworthy that there is a slightly 
higher rate of false positives, as indicated by the lower precision. KNN 
also delivered robust performance, boasting an accuracy of 0.77, pre-
cision of 0.75, recall of 0.83, F1 score of 0.78, and AUC ROC of 0.77. This 
model effectively balances accuracy and recall, showcasing its capability 
to correctly identify prediabetes cases. Like Random Forest, it exhibits a 
slightly elevated rate of false positives compared to true positives. 
XGBoost yielded respectable results with an accuracy of 0.71, precision 
of 0.70, recall of 0.75, F1 score of 0.72, and AUC ROC of 0.71. These 
findings suggest that the XGBoost model performs reasonably well in 
prediabetes prediction, maintaining a balance between precision and 

recall, which indicates its competence in correctly classifying both true 
positive and true negative cases with commendable accuracy. The 
Neural Network model achieved an accuracy of 0.68, precision of 0.67, 
recall of 0.72, F1 score of 0.70, and AUC ROC of 0.68. While its per-
formance closely aligns with that of XGBoost, it exhibits slightly lower 
accuracy, precision, and recall. Nevertheless, it demonstrates a notable 
capacity for prediabetes prediction, albeit with the potential for further 
fine-tuning to enhance its efficacy. Lastly, Logistic Regression displayed 
more modest performance, reporting an accuracy of 0.66, precision of 
0.66, recall of 0.67, F1 score of 0.67, and AUC ROC of 0.66. While 
achieving moderate accuracy, precision, and recall, it lags behind the 
other models in terms of overall predictive capability for prediabetes.

3.5. Validating model performance

To rigorously validate the results of the best-performing model, Rom 
Forest, we employed a cross-validation approach with a fold count of 5. 
Cross validation is a fundamental technique in the evaluation of ma-
chine learning models, designed to assess the robustness and general-
izability of the model’s performance. In this process, the dataset is 
divided into multiple subsets, or “folds,” where the model is iteratively 

Fig. 1. Feature importance using Adjusted Mutual Information.

Table 3 
Performance metrics of machine learning models for prediabetes prediction, 
including accuracy, precision, recall, F1 score, and AUC ROC values.

Model Accuracy Precision Recall F1 Score AUC ROC

Random Forest 0.81 0.77 0.87 0.82 0.81
KNN 0.77 0.75 0.83 0.78 0.77
XGBoost 0.71 0.70 0.75 0.72 0.71
Neural Network 0.68 0.67 0.72 0.70 0.68
Logistic Regression 0.66 0.66 0.67 0.67 0.66
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trained on one portion of the data and tested on the remaining part. This 
enables us to gauge how effectively the model performs across different 
data samples and helps mitigate the risk of overfitting, where a model 
may excel on the training data but perform poorly on unseen data. The 
results obtained after cross validation were consistent with the initial 
findings, reaffirming the model’s predictive capabilities and the reli-
ability of the reported performance metrics. This rigorous validation 
process enhances our confidence in the effectiveness of the chosen ma-
chine learning models for prediabetes prediction.

4. Discussion

The descriptive analysis of the study population provides valuable 
insights into the distribution of key demographic and health-related 
characteristics in the sample. The relatively equal gender distribution 
enables an unbiased assessment of prediabetes risk factors across males 
and females. The heterogeneity across age groups suggests that the data 
sufficiently captures prediabetes risk across the adult age spectrum, 
allowing for age-stratified analysis. The fact that married and unmarried 
people are represented in the data in roughly equal proportions means 
that we can be confident that the results of the study are not biased 
toward either group. The educational diversity of the sample population 
is a strength, as it enables quantifying differential prediabetes suscep-
tibility across education levels, which is a known socioeconomic deter-
minant (Walker et al., 2014). The income variation also permits 
elucidating income-related prediabetes disparities. A substantial pro-
portion of overweight and obese individuals is expected, given the rising 
obesity prevalence (Hales et al., 2020). The high rate of physical inac-
tivity aligns with literature indicating that around 43 % of adults are 
physically inactive (Silveira et al., 2022). The sizable subgroup with 
hypertension mirrors nearly half of U.S. adults with hypertension 
(Virani et al., 2021) and enables quantification of its prediabetes asso-
ciation. The elevated cholesterol percentage conforms to research esti-
mating a prevalence of around 36 % (Fryar et al., 2012). The relatively 
low rate of prediabetes is consistent with the latest global study of 
prevalence that ranges from 3 % to 13 % (Rooney et al., 2023).

The logistic regression analysis yielded valuable insights into the 
impact of key demographic, clinical, and socioeconomic factors on 
prediabetes odds. In line with previous findings, dyslipidemia charac-
terized by elevated cholesterol emerged as the most influential risk 
factor, increasing the likelihood of prediabetes by 73 % (Bianchi et al., 
2008). This underscores the importance of cholesterol screening for 
prediabetes risk assessment. Higher BMI categories also substantially 
elevated the odds, emphasizing the well-established dose–response 
relationship between excess adiposity and prediabetes (Kahn et al., 
2005). Hypertension was associated with a 28 % increase in prediabetes 
odds, consistent with its connections to insulin resistance and metabolic 
dysfunction (Berbari et al., 2023). Advancing age significantly height-
ened the odds of prediabetes, reflecting the rising prevalence observed 
nationally among middle-aged individuals (CDC, 2022). Higher levels of 
education and income conferred protective effects, reducing the odds by 
17.8 % and 19 %, respectively. These reductions likely stem from 
healthier behaviors and increased access to healthcare among higher 
socioeconomic groups (Walker et al., 2016). Greater physical activity 
and being married were also linked to a lower likelihood of prediabetes, 
suggesting the influence of social and lifestyle factors in mitigating risk. 
Notably, males had a 40 % reduction in odds compared to females. 
While premenopausal women are relatively protected from diabetes, 
males experience higher rates of impaired fasting glucose, contributing 
to their prediabetes risk (Kautzky-Willer et al., 2016). The higher pre-
diabetes odds among females warrant further investigation into gender- 
specific trajectories. In summary, the analysis quantitatively demon-
strated significant associations between prediabetes and a range of 
clinical and demographic factors.

The feature importance analysis using AMI scores provided critical 
insights into the relative predictive capacity of different demographic, 

clinical, and socioeconomic factors for prediabetes. In alignment with 
the logistic regression findings, elevated cholesterol was identified as 
the most influential prediabetes predictor, with importance scores 
exceeding all other features. This reinforces the value of dyslipidemia 
screening and monitoring for prediabetes risk assessment (Bianchi et al., 
2008). Hypertension ranked second, again validating its significant 
contribution to risk, likely via mechanisms involving inflammation and 
insulin signaling dysfunction (Berbari et al., 2023). Higher BMI and 
older age categories also ranked highly, reflecting the well-established 
dose–response relationship between excess weight, advancing age, and 
prediabetes odds (Kahn et al., 2006; CDC, 2022). Lower income status 
emerged as the fourth most significant feature. This aligns with the so-
cioeconomic prediabetes disparities seen nationally and the heightened 
susceptibility among disadvantaged groups (Walker et al., 2016).

The comparative feature importance scores provide a quantitative 
basis for emphasizing medical risks like dyslipidemia and hypertension 
over demographic factors in prediabetes screening frameworks. How-
ever, demographic features may serve as crucial indicators for targeted 
screening of high-risk subgroups that may have less frequent healthcare 
contact. For example, lower income groups could be proactively 
assessed given income category’s relatively high importance compared 
to education level. Machine learning models leveraging both clinical and 
sociodemographic inputs could balance sensitivity and precision to 
optimize predictive performance and cost-effectiveness. Overall, the 
feature importance analysis provides a quantitative basis for prioritizing 
medical and demographic screening indicators to enhance prediabetes 
prediction and early detection efforts.

The present study demonstrates the potential of machine learning 
algorithms in leveraging key demographic, clinical, and health-related 
data to predict prediabetes risk. Among the models tested, Random 
Forest emerged as the top performer, achieving high accuracy and 
strong discrimination with an AUC ROC exceeding 0.80. The high recall 
rates of this model highlight its effectiveness in correctly identifying 
individuals with prediabetes. The robust performance of ensemble tree- 
based methods like Random Forest for medical prediction has been 
noted previously (Christodoulou et al., 2019). Random Forest mitigates 
overfitting risks by aggregating outputs from diverse decision trees 
trained on subsets of data. KNN also generalizes well by basing pre-
dictions on similarity to multiple neighboring points. We identified 
elevated cholesterol, hypertension, higher BMI, lower income, and older 
age as the most influential prediabetes predictors. These findings 
corroborate established evidence on the significance of clinical and 
sociodemographic risk factors. Dyslipidemia marked by high cholesterol 
often arises before diabetes onset and indicates insulin resistance 
(Bianchi et al., 2008). Hypertension is also closely linked to prediabetes 
through overlapping pathophysiology related to insulin signaling, 
inflammation, and oxidative stress (Berbari et al., 2023; Usui, 2023). 
The dose–response relationship between excess weight and prediabetes 
risk is well-documented, with a 5-fold higher risk above BMI 30 kg/m2 
compared to below 25 kg/m2 (Kahn et al., 2006). Lower socioeconomic 
status marked by income strongly predicts diabetes incidence, likely 
mediated through poor diet, inactivity, and limited healthcare access 
(Walker et al., 2016). Prevalence escalates with advancing age, peaking 
at 45–64 years (CDC, 2022). Our study provides quantitative validation 
of the relative importance of these known risk factors.

Machine learning models offer distinct advantages over traditional 
regression when predicting complex multifactorial conditions like pre-
diabetes. While logistic regression evaluates the independent effects of 
single features, our machine learning approaches capture interactions 
among risk factors. For example, excesses in BMI and cholesterol likely 
confer a greater risk when considered together rather than individually. 
Machine learning models can automatically identify nonlinear re-
lationships, such as the exponential growth of prediabetes with age, 
which are challenging to specify in advance using regression models. 
However, a trade-off of machine learning is that the models’ decisions 
are less interpretable than the intuitive outputs of regression models, 
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such as odds ratios from logistic regression. Therefore, in our study, we 
incorporated logistic regression analysis to provide crucial insights into 
the effects of key demographic, clinical, and socioeconomic factors on 
prediabetes odds. Additionally, we included feature importance analysis 
using AMI scores to gain critical insights into the relative predictive 
capacity of different demographic, clinical, and socioeconomic factors 
for prediabetes. To the best of our knowledge, this is the first study to 
combine these features to predict prediabetes and the first to use 
multivariate logistic regression in conjunction with AMI to identify the 
most significant risk factors for prediabetes, in comparison to previous 
studies (Fujiati et al., 2017; Koopman et al., 2008; Liu et al., 2011; 
Ouyang et al., 2016; Soo et al., 2017; Wang et al., 2015).

Our study presents several limitations, providing opportunities for 
future improvement. The models were developed using a single dataset, 
necessitating further external validation on diverse populations. The 
BRFSS data relied on self-reports, potentially introducing recall biases. 
Integrating objective clinical data could enhance prediction accuracy. 
Additionally, our models were cross-sectional, but incorporating longi-
tudinal data would allow for an assessment of prediabetes trajectories.

5. Conclusion

This study provides valuable insights into prediabetes risk factors 
through a comprehensive analysis of the study population’s de-
mographics, socioeconomic and health-related characteristics. Further 
optimization in diverse populations over time is warranted to translate 
these tools towards targeted prevention efforts combating the predia-
betes epidemic.
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